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Abstract

We proved that for any finite collection of sparse subgraphs (Dm)ℓm=1 of
the complete graph K2n, and a uniformly chosen perfect matching R in K2n,
the random vector (|E(R∩Dm)|)ℓm=1 jointly converges to a vector of indepen-
dent Poisson random variables with mean |E(Dm)|/(2n). We also showed a
similar result whenK2n is replaced by the balanced complete r-partite graph
Kr×2n/r for fixed r and determined the asymptotic joint distribution. The
proofs rely on elementary tools of the Principle of Inclusion-Exclusion and
generating functions. These results extend recent works of Johnston, Kayll
and Palmer, Spiro and Surya, and Granet and Joos from the univariate to
the multivariate setting.
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1. Introduction

For a sequence simple graphs Gn where limn→∞ V (Gn) = ∞, let pm(Gn) denote
the number of perfect matchings of Gn. If Mn is an arbitrary perfect matching
of Gn, the problem of determining the asymptotic ratio

pm(Gn −Mn)

pm(Gn)

when n→ ∞ is of great combinatorial interest. For example, when Gn = Kn,n is
the balanced complete bipartite graphs, the limiting ratio equals the number of
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permutations with no fixed point and converges to the limit e−1. A permutation
without a fixed point is called a derangement, and hence a perfect matching
of Gn − Mn is called a deranged perfect matching. Counting the number of
derangement was proposed by Montmort [10] in 1708, and this problem can
be solved using the principle of Inclusion-Exclusion (See [12] for more details).
When Gn is the complete graph K2n, the limiting ratio equals e−1/2. Brawner [1]
conjectured this asymptotic ratio, and it was proved by Margolius [9]. For the
rest of this paper, we will omit the index n and write Gn,Mn as G,M .

Let r = r(n) be a integer valued function and r|2n, and let Kr×2n/r denote
the balanced complete r-partite graph, where V (Kr×2n/r) = V1 ⊎ · · · ⊎ Vr is a
partition of the vertex set, |Vi| = 2n/r for each i ∈ [r], and there is an edge
between u and v if and only if u, v lies in different parts. As a generalization
of both Kn,n and K2n/r, Johnston, Kayll and Palmer [5] conjectured that when

G = Kr×2n/r, the limit ratio converges to e−r/(2r−2). They solved the conjecture

when r is linearly proportional to n, r = Ω(nδ) for some δ > 0, and a simplified
variant when r is constant.

Spiro and Surya [11] fully solved the previous conjecture and proved that
when R is a uniformly random perfect matching of Kr×2n/r, the number of edges
in R ∩M converges to the Poisson distribution with mean r/(2r − 2).

Granet and Joos [3] generalized G to regular robust expander graphs and
M to any matchings or spanning regular subgraphs. Suppose R is a uniformly
random perfect matching of G, and D is a matching or a regular spanning sub-
graph of G. In that case, they showed the number of edges R intersecting with
D converges to the Poisson distribution with mean |E(D)|/ deg(G).

In this paper, we generalize the result of [5, 11, 3] by extending the dis-
tribution into a multivariate joint Poisson distribution on the ℓ dimensional in-
teger lattice for some fixed ℓ. We generalized the graph D to a collection of
subgraphs (Dm)

ℓ
m=1, and we proved that the asymptotic joint distribution of

(|E(R∩Dm)|)ℓm=1 is a multivariate Poisson distribution. Specificaly, if (Dm)
ℓ
m=1

are disjoint, then the asymptotic distribution of (|E(R ∩ Dm)|)ℓm=1 is indepen-
dent. This phenomenon provides macroscopic evidence supporting the heuristic
proposed by Granet and Joos, which we will outline in Section 2. We shall de-
fine the distance of total variation of two random vectors, taking values in the ℓ
dimensional integer lattice as follows.

Definition 1.1. Let X,Y be two random vectors taking values in Nℓ. We denote
the distance of total variation of X and Y by

dTV (X,Y) =
∑
k∈Nℓ

|P(X = k)− P(Y = k)| .

Section 3 treats the complete graph K2n as the parent graph and also exam-
ines K2n −N , where N is a sparse subgraph. A specific example of K2n −N is
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when G = Kr×2n/r where r|2n and r is linearly proportional to n. In this case,
deg(G) = n− n/r where n/r is a constant independent of n. The next theorem
states the main result in Section 3.

Theorem 1.2. Let ℓ, C be fixed constants independent of n, N be a subgraph
of K2n and (Dm)

ℓ
m=1 be a collection of disjoint subgraphs of K2n −N such that

∆(N),∆(Dm) ≤ C for all m and some constant C. Let R be a uniformly random
perfect matching of K2n − N . Let X = (Xm)

ℓ
m=1,Y = (Ym)

ℓ
m=1 be two random

vectors such that Xm = |E(R∩Dm)|, Ym indepdendently follows Po(|E(Dm)|/2n).
Then,

lim
n→∞

dTV (X,Y) = 0.

As mentioned before, Johnston, Kayll and Palmer [5] proposed and solved a
simplified varient of determining the asymptotic ratio pm(Kr×2n/r − M)/
pm(Kr×2n/r). They defined a balanced perfect matching of Kr×2n/r as a per-
fect matching such that the number of edges between Vi and Vj is the same
for all i ̸= j ∈ [r]. Let bpm(·) denote the function that counts the number of
balanced perfect matchings. If r is constant on n and M is a balanced perfect
matching of Kr×2n/r, Johnston, Kayll and Palmer [5] proved the following result

(1) lim
n→∞

bpm(Kr×2n/r −M)

bpm(Kr×2n/r)
= e−r/(2r−2).

In Section 4, we generalize (1) and derive an analogous theorem to Theorem
1.2. To ensure the existence of a balanced perfect matching in a balanced com-
plete r-partite graph, we must have r(r − 1)|2n. Therefore, for convenience we
replace 2n by r(r − 1)n. The next Theorem is the main result of Section 4.

Theorem 1.3. Let ℓ, C, r be fixed, R be a uniformly random balanced per-
fect matching of Kr×(r−1)n, (Dm)

ℓ
m=1 be a collection of disjoint subgraphs of

Kr×(r−1)n such that ∆(Dm) ≤ C for all m and for some constant C. Let X =

(Xm)
ℓ
m=1,Y = (Ym)

ℓ
m=1 be two random vectors such that Xm = |E(R∩Dm)|, Ym

independently follows Po(E(Dm)/(r − 1)2n). Then,

lim
n→∞

dTV (X,Y) = 0.

1.1. Conventions and notations

Throughout the discussion in the paper, we assume that the dimensions ℓ, λ and
the constants r, C are fixed, independent of n. Objects such as the graphs G,Dm

and the random vectors X,Y, are defined with respect to n. We say a quantity is
fixed or constant if it is independent of n and unless stated otherwise, a quantity
depends on n.
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We denote the natural number N = {0, 1, 2, . . . , } and for each k ≥ 1, k ∈ N,
we denote [k] = {1, 2, . . . , k − 1, k}. For a, b ∈ N, we define the falling factorial
a(b) = a(a − 1) · · · a(a − b + 1). We will use the standard Landau notations
o(·), O(·) etc. We assume these asymptotic notations are defined with respect to
n when n→ ∞.

We define a generating function as an analytic power series from Cℓ to C.
Specifically, we define a generating function G : Cℓ → C as a power series

G(s) =
∑
k∈Nℓ

αxs
k

that converges absolutely for all k ∈ Cℓ.
For simplicity, in the rest of the paper we will use the multi-index notation

to simplify the presentation. The object to consider are ℓ×λ dimensional indices
x = (xm,k)m∈[ℓ],k∈[λ] ∈ Nℓ×λ and ℓ dimensional variables s = (sm)

ℓ
m=1 ∈ Nℓ. For

any vector α = (α1, . . . , αd),β = (β1, . . . , βd) ∈ Nd, γ ∈ N of dimension d, we
define

α+ β = (α1 + β1, . . . , αd + βd) and α− β similarly

γα = (γα1, . . . , γαd)

αβ = αβ11 · · ·αβdd
α! = α1! · · ·αd!(
α

β

)
=

(
α1

β1

)
· · ·
(
αd
βd

)
=

α!

β!(α− β)!(
|α|1
α

)
=

(
|α|1

α1, . . . , αd

)
=

|α|1!
α1! · · ·αd!

=
|α|1!
α!

this is the multinomial coefficient

α(β) = α1(β1) · · ·αd(βd).

We denote 1 = (1, 1, . . . , 1) to be the all-one-vector where the dimension will be
clear from the context. We also define O(γ)1 to be the set of β = (β1, . . . , βd)
where β1, . . . , βd = O(γ). For x ∈ Nℓ×λ, we define

|x|1 =
∑

m∈[ℓ],k∈λ

xm,k ∈ N

xm = (xm,k)
λ
k=1 ∈ Nλ

|xm|1 =
λ∑
k=1

xm,k ∈ N.

We define the function ψ1 : Nℓ×λ → Nℓ by ψ1(x) = (|xm|1)ℓm=1.



Deranged Perfect Matchings on Complete Graph and ... 5

1.2. Organization

The remainder of this paper will be organized as follows. In Section 2, we will
give a heuristic reasoning of Theorem 1.2 and Theorem 1.3, a sketch of the proof,
and a list of tools used in the proof. In Section 3, we will prove Theorem 1.2. In
Section 4, we will prove Theorem 1.3. In Section 5, we will generalize Theorem
1.2 and Theorem 1.3 by dropping the restriction that (Dm)

ℓ
m=1 are disjoint. In

Section 6, we will suggest potential directions for future works on this problem.

2. Sketch and Tools of the Proof

2.1. Sketch of the proof

For simplicity, if G = K2n is a complete graph and R is a uniformly random
perfect matching of G, then for any edge e ∈ E(G), we have P(e ∈ R) = 1/(2n−
1) = (1 + o(1))/2n. If G = Kr×(r−1)n, then P(e ∈ R) = 1/(r − 1)2n. If we
have k edges, e1, . . . , ek in K2n or Kr×(r−1)n, R is chosen uniformly from K2n or
Kr×(r−1)n, and n is much larger than k, for all i ∈ [k], the probability that R
contains all of ei for when ei are non incident equals

P(∀i ∈ [k], ei ∈ R) = (1 + o(1))

k∏
i=1

P(ei ∈ R).

The event that R contains each ei is roughly independent. Suppose there exists
a pair ei, ej of incident edges, then we have P(∀i ∈ [k], ei ∈ R) = 0. However,
if we uniformly select k edges from a sparse subgraph of K2n or Kr×(r−1)n, it is
rare that there exists an incidient pair.

Granet and Joos [3] suggests a heuristic that if G is a d-regular graph and
D is a regular sparse subgraph of G, then the probability that each edge in D
intersects R is roughly independent and identical, and |E(R ∩D)| will approxi-
mately follow the binomial distribution Binom(|E(D)|, 1/d), which will converge
to Po(|E(D)|/d) as n → ∞. They proved this convergence given that G is a
robust expander graph. Particularly, if G = K2n, then d = 2n− 1 = (1+ o(1))2n
and if G = Kr×(r−1)n, then d = (r−1)2n. If we have a collection of disjoint sparse
graphs Dm, we expect that the joint distribution |E(R ∩ Dm)| should converge
to the independent Poisson distribution.

Our proof strategy is as follows. We introduce the probability generating
function G(s1, . . . , sℓ) for which the coefficient for sr11 · · · srℓℓ is the probability
that R intersect Dm in exactly rm edges for all m ∈ [ℓ]. We generalized the
method of Johnston, Kayll, and Palmer [5], by using the principle of Inclusion-
Exclusion to estimate the coefficient of this generating function. We will show
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that the coefficient in this probability generating functions gets close to the coef-
ficient in the probability generating function of independent multivariate Poisson
distribution as n gets large, thus showing the two random vectors converge in
distance of total variation.

If G = K2n, since Xm is roughly independent, we expect the conditional
distribution Xm|X1 = 0 to roughly equal the distribution of Xm. Therefore,
given that R does not intersectD1, the joint distribution (|E(R∩Dm)|)ℓm=2 should
still be independently Poisson. Specifically, the distribution of (|E(R∗∩Dm)|)ℓm=2

when R∗ is chosen uniformly fromK2n−D1 should be the same as the distribution
of (|E(R∩Dm)|)ℓm=2 when R chosen uniformly in K2n, conditioned on the event
that R does not intersect D1. We will use the notation N to denote this specific
sparse subgraph D1, and we hence generalize the base graph G from K2n to
K2n−N . When r is constant and the parent graph is G = Kr×(r−1)n, we will use
a more sophisticated counting argument to determine the probability generating
function, but the core idea and the structure of the proof are similar.

Finally, when Dm is not disjoint, the joint distribution Xm is no longer inde-
pendent. We can break Dm into disjoint parts, where each part’s intersection to
R follows the Poisson distribution. Since a sum of independent random variables,
each with a Poisson distribution still has a Poisson distribution, we can deter-
mine the limiting joint distribution as a not necessarily independent Poisson joint
distribution. We will describe the process of decomposing graphs in Section 5.

2.2. Tools for the proof

The two main theorems we use are the Principle of Inclusion-Exclusion and Tan-
nery’s Theorem. Both are also used in the work of Johnston, Kayll, and Palmer
[5]. We present the Principle of Inclusion-Exclusion in the form of generating
functions. Interested readers could refer to [13] for reference. The following re-
sults presents the principle of Inclusion-Exclusion in the fullest generality needed
for the proof.

The next theorem is a version of the Principle of Inclusion-Exclusion. For
our application, U will be the set of perfect matchings of the parent graph G,
Im,k will be a partition of the edges of each graph in (Dm)

ℓ
m=1 in k parts, and

the m, k th coordinate of P will be the set of edges of intersection between the
perfect matching and Im,k.

To better articulate the next theorem and arguments in the rest of the paper,
we develop some notations here. For a class of sets S = (Sm,k)m∈[ℓ],k∈[λ], we define
function φ1 such that

φ1(S) =

(∑
k

|Sm,k|

)ℓ
m=1

∈ Nℓ.
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For two class of sets S = (Sm,k)m∈[ℓ],k∈[λ],T = (Tm,k)m∈[ℓ],k∈[λ], we say S < T
if Sm,k ⊂ Tm,k for each m ∈ [ℓ], k ∈ [λ]. Let the notation P(·) denote the power
set.

Theorem 2.1 (Principle of Inclusion-Exclusion). Let U be a finite universal set,
I = (Im,k)m∈[ℓ],k∈[λ] be a finite collection of finite index sets. Let P : U →∏
m,k P(Im,k) be a function. For each S < I, we define the number

N(= S) = |{ω ∈ U : S < P(ω)}|.

Then, for each r ∈ Nℓ, the coefficient of sr in the generating function

G(s) =
∑
S

N(= S)(s− 1)φ1(S)

is the number of ω such that φ1(P(ω)) = r.

Proof. We define the function

φ2(S) = (|Sm,k|)m∈[ℓ],k∈[λ] ∈ Nℓ×λ.

We know

G(s+ 1) =
∑
S

N(= S)sφ1(S) =
∑
S

∑
ω:S<P(ω)

sφ1(S) =
∑
ω

∑
S:S<P(ω)

sφ1(S)

=
∑
ω

∑
x∈Nℓ×λ

(
φ2(P(ω))

x

)
sψ1(x) =

∑
ω

(s+ 1)φ1(P(ω)).

The last equality is due to a version of the Binomial Theorem for vectors in mul-
tiple dimensions. It can be proved by applying the binomial theorem separately
for each index m, k and multipling the result all together.

The coefficient of (s+1)r is the number of ω such that φ1(P(ω)) = r. There-
fore, we obtain the original generating function by substituting s+ 1 with s.

Theorem 2.1 has a straightforward extention in terms of probability-genera-
ting function. We shall state this as the next corollary and use this form of the
Principle of Inclusion-Exclusion in Section 3 and Section 4. We shall formally
define the probability generating function.

Definition 2.2. Let X be a random vector on Nℓ. A probability generating
function of X is a generating function defined as

GX(s) =
∑
k

P(X = k)sk.
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Corollary 2.3. Let Ω be a finite sample space where each sample is assigned
a uniform probability measure. Let I = (Im,k)m∈[ℓ],k∈[λ] be a finite collection of
finite index sets. Let P : Ω →

∏
m,k P(Im,k) be a function. For each S < I, define

the event AS = {ω ∈ Ω : S < P(ω)}. Let X be the ℓ dimensional random vector
such that X(ω) = φ1(P(ω)). Then, the probability generating function of X is
given by

GX(s) =
∑
S

P(AS)(s− 1)φ1(S).

For our application, Ω will be the sample space of all perfect matchings of
G, and the event AS is the set of perfect matchings ω of G such that ω ∩ Im,k
contains the m, k th coordinate of S for each m, k.

The next theorem is a special case of Lebesgue dominated convergence theo-
rem and provides a sufficient condition for interchanging limits and infinite sum-
mation. Interested readers could refer to [8] for reference and proof using only
elementary mathematical analysis.

Let I be a countably infinite set and {si}i∈I be a sequence of real numbers.
If there exists a bijection g : N → I such that

∑
n sg(n) converges absolutely, then

we can define the sum
∑

i∈I si as
∑

n sg(n). In this case, the choice of g will not
alter the sum.

Theorem 2.4 (Tannery’s Theorem). Let I be a countably infinite index set,
{fi(n)}i∈I be a sequence of functions from N to R, {αi}i∈I , {Mi}i∈I be two se-
quences of real numbers. If for each i ∈ I, n ∈ N, |fi(n)| ≤ Mi, for each i ∈ I,
limn→∞ fi(n) = αi, and if

∑
i∈IMi < ∞, then

∑
i∈I fi(n) is defined for each n

and we have
lim
n→∞

∑
i∈I

fi(n) =
∑
i∈I

αi.

For the remainder of this paper, we always choose the set I to be Nℓ×λ, the
finite dimensional lattice on natural numbers. The next lemma gives an upper
bound of the total variation distance of two random vectors in terms of their
probability-generating function.

Lemma 2.5. Let X,Y be two random vectors on Nℓ. Suppose there exists

{αx}x∈Nℓ×λ , {βx}x∈Nℓ×λ ⊂ R

such that the probability generating function of X,Y satisfies

GX(s) =
∑

x∈Nℓ×λ
αx(s− 1)ψ1(x),

GY(s) =
∑

x∈Nℓ×λ
βx(s− 1)ψ1(x).
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Then their total variation distance satisfies

dTV (X,Y) ≤
∑

x∈Nℓ×λ
|αx − βx|2|x|1 .

Proof. We can write

GX(s) =
∑

x∈Nℓ×λ
αx(s− 1)ψ1(x)

=
∑

x∈Nℓ×λ
αx

∑
k∈Nℓ×λ

(
x

k

)
(−1)ψ1(x−k)sψ1(k)

=
∑

k∈Nℓ×λ

 ∑
x∈Nℓ×λ

αx

(
x

k

)
(−1)ψ1(x−k)

 sψ1(k).

Where the second equality is due to the multi-dimensional Binomial Theorem.
Similarly, we can write

GY(s) =
∑

k∈Nℓ×λ

 ∑
x∈Nℓ×λ

βx

(
x

k

)
(−1)ψ1(x−k)

 sψ1(k).

Hence, by Triangle Inequality

dTV (X,Y) =
∑

k∈Nℓ×λ

∣∣∣∣∣∣
 ∑

x∈Nℓ×λ
αx

(
x

k

)
(−1)ψ1(x−k)

−
 ∑

x∈Nℓ×λ
βx

(
x

k

)
(−1)ψ1(x−k)

∣∣∣∣∣∣
≤

∑
k∈Nℓ×λ

∑
x∈Nℓ×λ

|αx − βx|
(
x

k

)

=
∑

x∈Nℓ×λ
|αx − βx|2|x|1

where the last equality is due to the Binomial Theorem.

The next technical lemma gives a bound of a difference of two products when
the difference of each coordinates are small.

Lemma 2.6. Let {ai}i∈[d], {bi}i∈[d],K be real numbers such that 0 ≤ bi ≤ ai ≤ K
for each i. Then

d∏
1

ai −
d∏
1

(ai − bi) ≤ Kd−1
∑
i

bi.
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Proof. We have

d∏
1

ai −
d∏
1

(ai − bi) =

d∑
j=1

∏
i<j

(ai − bi)

∏
i≥j

ai

−

∏
i≤j

(ai − bi)

∏
i>j

ai


=

d∑
j=1

bi

∏
i<j

(ai − bi)

∏
i>j

ai

 ≤
∑
i

biK
d−1.

The second inequality is due to the fact that both ai and ai − bi are bounded by
K, and so the lemma follows.

3. Case of K2n

In this section, we assume λ = 1, ℓ to be finite and independent of n. Therefore,
we denote x = (xm)

ℓ
m=1, and we denote |x|1 =

∑ℓ
m=1 xm. We begin from the

case where G = K2n and Dm are disjoint. The next theorem is the main result
in this section, and we will prove it by proving a series of lemmas.

Theorem 3.1. Let (Dm)
ℓ
m=1 be a collection of disjoint subgraphs of K2n, where

∆(Dm) ≤ C for each m. Let R be a uniformly random perfect matching of
K2n. Define X = (Xm),Y = (Ym), Xm = |E(R ∩Dm)|, Ym ∼ Po(|E(Dm)|/2n)
independently. Then limn→∞ dTV (X,Y) = 0.

We shall use the following notation to help with counting.

Definition 3.2. Let x ∈ Nℓ. We define an x-matching of K2n as a |x|1-matching
M where |E(M ∩ Dm)| = xm for each m. We define µx as the number of x-
matchings on K2n.

We prove the following lemma by applying the principle of Inclusion-Exclu-
sion. In this case, we apply Corollary 2.3. Since λ = 1, for a set S = (Sm)

ℓ
m=1,

we define φ1(S) = (|Sm|)ℓm=1 for convenience.

Lemma 3.3. Let X be defined as Theorem 3.1. The probability-generating func-
tion of X is given by

GX(s) =
∑

x:|x|1≤n

µx
(n)(|x|1)2

|x|1

(2n)(2|x|1)
(s− 1)x.

Proof. Let Ω be the set of all perfect matchings ofK2n and let I = (|E(Dm)|)ℓm=1.
For S < I, let Ŝ =

⋃ℓ
m=1 Sm be the natural identification of S into a sets of edges
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inK2n. If Ŝ is a matching, i.e., the edges in Ŝ are non-incident, it is an x-matching
where x = φ1(S). Then we must have |x|1 ≤ n and

P(AS) =
pm(K2n−2|x|1)

pm(K2n)
=

(2n− 2 |x|1)!
(n− |x|1)!2n−|x|1

/
(2n)!

n!2n
=

(n)|x|12
|x|1

(2n)(2|x|1)
,

where (2n − 2 |x|1)!/(n − |x|1)!2n−|x|1 is the number of ways to extend Ŝ into a

perfect matching of K2n. If Ŝ is not a matching, then P(AS) = 0. Since there are
µx x-matchings, we know∑

S

P(AS)(s− 1)φ1(S) =
∑

x:|x|1≤n

∑
S:φ(S)=x

P(AS)(s− 1)x

=
∑

x:|x|1≤n

µx
(n)|x|12

|x|1

(2n)(2|x|1)
(s− 1)x

and the lemma follows.

For convenience, we write |E(Dm)| = dm and d = (dm)
ℓ
m=1. The next lemma

estimates the quantity µx.

Lemma 3.4. Let µx, C be defined as above. Then

µx =
(d−O(|x|1)1)x

x!
.

Proof. We choose an x-matching Mx one edge at a time. For each 1 ≤ m ≤
ℓ, 1 ≤ k ≤ xm, suppose that we have chosen the edges in Mx ∩ Dm′ for each
m′ < m and we have chosen k − 1 edges in Dm. Then we have chosen at most
|x|1-edges. The chosen edges are adjacent to at most 2C |x|1 edges, so we can
choose the kth edge in at least dm−2C |x|1 ways and at most dm ways. Applying
the product rule for counting and dividing xm! for each m as we choose the edges
unorderly, we know there are (dm−O(|x|1))/xm! ways to choose the xm edges in
Dm to form the x-matching. Applying the product rule again, we have

µx =
∏
m

(dm −O(|x|1))xm
xm!

=
(d−O(|x|1)1)x

x!
.

Recall that Y = (Ym)
ℓ
m=1 and Ym follows independently to Po(dm/2n). Let

• : Rℓ × Rℓ → R denote the vector dot product. We can write the probability
generating function of Y as

GY(s) = e(1/2n)d·(s−1) =
∑
x∈Nℓ

(d/2n)x

x!
(s− 1)x.
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Our last step is to apply Tannery’s theorem. Set

αx =

µx
(n)(|x|1)2

|x|1

(2n)(2|x|1)
|x|1 ≤ n,

0 otherwise,
βx =

(∏
m

(|E(Dm)|/2n)xm
xm!

)
.

Then, by Theorem 2.5, we know

dTV (X,Y) ≤
∑
x∈Nℓ

|αx − βx|2|x|1 .

We want to show
lim
n→∞

∑
x∈Nℓ

|αx − βx|2|x|1 = 0.

In order to apply Tannery’s theorem to switch the order of limit and infinite
summation, we want to show that there exists γx, independent of n, such that

|αx − βx| = |αx(n)− βx(n)| ≤ γx for all n ∈ N

and
∑

x γx2
|x|1 <∞. Then, we want to show, |αx − βx| → 0 for all x fixed when

n→ ∞. If so, by Tannery’s theorem, we have

lim
n→∞

∑
x∈Nℓ

|αx − βx|2|x|1 =
∑
x∈Nℓ

lim
n→∞

|αx − βx|2|x|1 = 0.

This proves dTV (X,Y) → 0.

Proof of Theorem 3.1. We will first find γx such that
∑

x γx2
|x|1 < ∞. If

|x|1 ≤ n, we have

(n)(|x|1)2
|x|1

(2n)(2|x|1)
=

2|x|1

n|x|1

(n)(|x|1)n
|x|1

(2n)(2|x|1)

=
2|x|1

n|x|1

 |x|1∏
k=1

n

2n− k + 1

 |x|1∏
k=1

n− k + 1

2n− |x|1 − k + 1

 ≤ 2|x|1

n|x|1
(2)

as n ≤ 2n − k + 1 and n − k + 1 ≤ 2n − |x|1 − k + 1. By Lemma 3.4, µx ≤ dx

x! ,
therefore, we have

0 ≤ αx, βx ≤ (2d/n)x

x!
≤ (2C)|x|1

x!
.

Hence γx = (2C)|x|1/x! will suffice, and γx is independent of n. We have

∑
x

(2C)|x|1

x!
2|x|1 = e4ℓC <∞
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and we have completed the first part. Then, we want to show that for all fixed
x, limn→∞ |αx − βx| = 0. We know given n sufficiently large, holding x fixed,

|αx − βx| ≤
∣∣∣∣dx

x!
−

(d−O(|x|1)1)x

x!

∣∣∣∣ (n)(|x|1)2|x|1(2n)(2|x|1)
+

dx

x!

∣∣∣∣∣(n)(|x|1)2|x|1(2n)(2|x|1)
− (2n)−|x|1

∣∣∣∣∣
by triangle inequality. We can view dx − (d − O(|x|1)1)x as a product of |x|1
terms since dm ≤ |d|1 ≤ Cn, we can apply Lemma 2.6 and (2) to obtain the
following bound

(3)

∣∣∣∣dx

x!
−

(d−O(|x|1)1)x

x!

∣∣∣∣ (n)(|x|1)2|x|1(2n)(2|x|1)
≤ |x|1O(|x|1)(Cn)

|x|1−1 2
|x|1

n|x|1
.

Moreover,

(4)

dx

x!

∣∣∣∣∣(n)(|x|1)2|x|1(2n)(2|x|1)
− (2n)−|x|1

∣∣∣∣∣
≤ (Cn)|x|1(2n)−|x|1

(n)(|x|1)2
|x|1(2n)|x|1 − (2n)(2|x|1)

(2n)(2|x|1)
.

Holding |x|1 fixed, the numerator of the fraction in (4) is a polynomial of n of
degree at most 2 |x|1 − 1, so the fraction can be bounded by o(1). Therefore, we
can view both (3) and (4) as bounded by o(1), and we have limn→∞ |αx−βx| = 0.
Hence, we have

lim
n→∞

dTV (X,Y) = 0.

If we let ℓ = 1, we obtain the next corollary. It can also be shown using a
result of Godsil [2] and Zaslavsky [14].

Corollary 3.5. Let D be a subgraph of K2n such that ∆(D) ≤ C for some
constant C, and R be a uniformly random perfect matching of K2n. Then

lim
n→∞

P(|E(R ∩D)| = 0) = lim
n→∞

e−|E(D)|/2n.

Note that this ratio is bounded below by e−(C/2)(1+o(1)) and is asymptotically
nonzero. In particular, if D is d-regular for some constant d, then the limiting
probability equals e−d/2.

Now we want to generalize K2n to K2n − N for some graphs N where
∆(N) ≤ C. We can define X∗ = |E(R ∩ N)|. Applying previous results, we
show that the random vector X, X∗ jointly converges to some independent Pois-
son distribution. Therefore, we expect the conditional distribution X|X∗ to be
close to X asymptotically. In particular, the distribution X|X∗ = 0 should also
be independently Poisson. The next result is a corollary of Theorem 3.1 and is a
restatement of Theorem 1.2.
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Corollary 3.6. Let N, (Dm)
ℓ
m=1 be disjoint subgraphs of K2n such that ∆(N),

∆(Dm) ≤ C for some constant C. Let R be a uniformly random perfect matching
of K2n−N . Define X = (Xm)

ℓ
m=1, Xm = |E(R∩Dm)|, Y = (Ym)

ℓ
m=1 where Ym

follows independently to Po(|E(Dm)|/2n). Then

lim
n→∞

dTV (X,Y) = 0.

Proof. Let R∗ be a uniformly random perfect matching from K2n. Consider
the ℓ + 1-dimensional random vectors (X∗, X∗) = (X∗

1 , . . . , X
∗
ℓ , X

∗), (Y, Y ∗) =
(Y1, . . . , Yℓ, Y

∗) where X∗ = (|E(R∗ ∩Dm)|)ℓm=1, and X
∗ = |E(R∗ ∩ N)|, Y ∗ ∼

Po(|E(N)|/2n), Y ∗ independent to Y. We want to show the distribution
dTV (X

∗|X∗ = 0,Y) → 0. We have

dTV (X
∗|X∗ = 0,Y)

=
∑
k

|P(X∗ = k|X∗ = 0)− P(Y = k)|

=
∑
k

∣∣∣∣P(X∗ = k, X∗ = 0)

P(X∗ = 0)
− P(Y = k)P(Y ∗ = 0)

P(Y ∗ = 0)

∣∣∣∣
=
∑
k

∣∣∣∣P(X∗ = k, X∗ = 0)

P(X∗ = 0)
− P(Y = k, Y ∗ = 0)

P(Y ∗ = 0)

∣∣∣∣ by independence

≤ 1

P(X∗ = 0)

(∑
k

|P(X∗ = k, X∗ = 0)− P(Y = k, Y ∗ = 0)|

)

+

∣∣∣∣ 1

P(X∗ = 0)
− 1

P(Y ∗ = 0)

∣∣∣∣
(∑

k

|P(Y = k, Y ∗ = 0)|

)

≤ 1

P(X∗ = 0)
dTV ((X

∗, X∗), (Y, Y ∗)) +

∣∣∣∣P(Y ∗ = 0)

P(X∗ = 0)
− 1

∣∣∣∣ .
We can use Theorem 3.1 to show dTV ((X

∗, X∗), (Y, Y ∗)) → 0 and use Corollary
3.5 to show limn→∞ dTV (X

∗|X∗ = 0,Y) = 0.

4. Case of Kr×(r−1)n

In this section, we assume r is fixed, λ =
(
r
2

)
. We will develop analogous results

for Theorem 3.1 in Section 3, where G = Kr×(r−1)n. The following theorem is a
restatement of Theorem 1.3 and is the main result of this section.

Theorem 4.1. Let Kr×(r−1)n be the balanced complete r-partite graph, let

(Dm)
ℓ
m=1 be a collection of disjoint subgraphs of Kr×(r−1)n with maximum de-

gree ∆(Dm) ≤ C for all m, where C is independent of n. Let R be a uni-
formly random balanced perfect matchings of Kr×(r−1)n. Define random vector
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X = (|E(R ∩ Dm)|)ℓm=1, Y = (Ym)
ℓ
m=1 where Ym ∼ Po(|E(Dm)|/((r − 1)2n))

independently. Then

lim
n→∞

dTV (X,Y) = 0.

We will first develop some notation for this section. Let x=(xm,i,j)m∈[ℓ],i<j∈[r]

∈ Nℓ×(
r
2). We define by convention that xm,i,j = xm,j,i if i > j. For fixed m, we

define xm = (xm,i,j)i<j∈[r] ∈ N(
r
2), for fixed i, j, we define xi,j = (xm,i,j)m∈[ℓ] ∈ Nℓ,

and for fixed i, we define xi = (xm,i,j)m∈[ℓ],j ̸=i∈[r] ∈ Nℓ×(r−1). We define |·|1 as
the sum of the coordinates as usual.

We define ψ1 : Nℓ×(
r
2) → Nℓ, ψ2 : Nℓ×(

r
2) → Nr, ψ3 : Nℓ×(

r
2) → N(

r
2) as follows.

ψ1(x) = (|xm|1)ℓm=1 ψ2(x) = (|xi|1)ri=1 ψ3(x) = (|xi,j |1)i<j∈[r].

Let V (Kr×(r−1)n) = V1⊎, . . . ,⊎Vr be the vertex partition. We define the vector

d = (dm,i<j)m∈[ℓ],i<j∈[r] ∈ Nℓ×(
r
2)

where dm,i,j is the number of edges of Dm between Vi and Vj . Let dm =

(dm,i,j)i<j∈[r] ∈ N(
r
2). Then |dm|1 = |E(Dm)|. The following definition will

be analogous to Definition 3.2.

Definition 4.2. Let x ∈ Nℓ×(
r
2). We define an x-matching of Kr×(r−1)n as a

|x|1-matching where the number of edges in Dm between Vi and Vj is xm,i,j . We
define µx as the number of x-matchings on Kr×(r−1)n.

The next result is due to Johnston, Kayll and Palmer [5].

Lemma 4.3. The number of balanced perfect matching of Kr×(r−1)n is

bpm(Kr×(r−1)n) =

(
((r − 1)n)!

n!r−1

)r
(n!)(

r
2) .

The following lemma is analogous to Lemma 3.4.

Lemma 4.4. Let X be defined as Theorem 4.1. The probability generating func-
tion of X is given by

GX(s) =
∑

x∈Nℓ×(
r
2)

∀i ̸=j,|xi,j|1≤n

µx
(n1)(ψ3(x))

((r − 1)n1)(ψ2(x))
(s− 1)ψ1(x).
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Proof. Let Ω be the set of all balanced perfect matching with a uniform prob-
ability measure, and let I = (Im,i,j)m∈[ℓ],i<j∈[r] where Im,i,j is the set of edges of

Dm between Vi and Vj . For S < I, let Ŝ =
⋃
m∈[ℓ],i<j∈[r] Sm,i,j be the natural

identification of S to a collection of edges in Kr×(r−1)n. Suppose Ŝ is a sub-

matching of a balanced perfect matching of Kr×(r−1)n. Then let x ∈ Nℓ×(
r
2) be

such that Ŝ is an x-matching. We must have |xi,j |1 ≤ n for all i ̸= j ∈ [r]. We

want to count the number of ways to extend Ŝ to a balanced perfect matching.
Denote V ′

i = Vi \ V (Ŝ), and |V ′
i | = ((r − 1)n − |xi|1). We want to partition V ′

i

into {Vi,j}j ̸=i∈[r] with |Vi,j | = n− |xi,j |1. There are

((r − 1)n− |xi|1)!∏
j ̸=i(n− |xi,j |1)!

partitions. Then, we match the vertices in Vi,j with the vertices in Vj,i in (n −
|xi,j |1)! ways. Therefore, the probability equals

P(Ŝ ⊂ R) = P(AS)

=
∏
i

((r − 1)n− |xi|1)!∏
j ̸=i(n− |xi,j |1)!

∏
i<j

(n− |xi,j |1)!
/(

((r − 1)n)!

n!r−1

)r
(n!)(

r
2)

=
(n1)(ψ3(x))

((r − 1)n1)(ψ2(x))
.

If Ŝ is not a submatching of a balanced perfect matching, then P(AS) = 0. Since
there are µx x-matchings, by Corollary 2.3, we know

GX(s)
∑

x∈Nℓ×(
r
2)

∀i ̸=j,|xi,j|1≤n

µx
(n1)(ψ3(x))

((r − 1)n1)(ψ2(x))
(s− 1)ψ1(x).

The next lemma is analogous to Lemma 3.4 and estimates the quantity µx.

Lemma 4.5. Let µx, C be defined as Theorem 4.1. Then

µx =
(d−O(|x|1)1)x

x!
.

Proof. We want to count the number of ways to choose the x-matching. We
assign an order to (m, i, j) where m ∈ [ℓ], i < j ∈ [r] and choose the edges of Dm

between Vi and Vj following that order. Given m0, i0, j0, suppose for all m, i, j
that precedes m0, i0, j0 in that order, we have chosen the edges in the x-matching
that intersect Dm and are between Vi and Vj . Then, we want to select xm0,i0,j0
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non-incident edges among the dm0,i0,j0 available edges. For 1 ≤ k ≤ xm0,i0,j0 ,
suppose we have already selected k−1 edges. Then the total number of previously
selected edges is no more than |x|1, and hence they are incident to no more than
2C |x|1 = O(|x|1) edges because the maximum degree of Dm is bounded by C.
Therefore, the number of ways to select edges in Dm0 between Vi0 and Vj0 is

(dm0,i0,j0 −O(|x|1))
xm0,i0,j0 !

where we divide by xm0,i0,j0 ! because we do not distinguish orders among the
xm0,i0,j0 edges. Finally, we take the product of all m0, i0, j0 and by product rule,
we obtained the expression by replacing the index with m, i, j.

The next lemma will be used to bound the coefficients of the generating
function.

Lemma 4.6. Given n ≥ |xi,j |1 for each i ̸= j ∈ [r], we have

(n1)(ψ3(x))

((r − 1)n1)(ψ2(x))
≤ 22|x|1

n|x|1
.

Proof. The lemma is equivalent to∏
i<j n

|xi,j|1n(|xi,j|1)∏
i((r − 1)n)(|xi|1)

≤ 22|x|1 .

Squaring on both sides, it suffices to show

∏
i

∏
j ̸=i n

|xi,j|1n(|xi,j|1)
((r − 1)n)2(|xi|1)

≤ 24|x|1 .

Since for each a ∈ N, nan(a) ≤ (2n)(2a), it suffices to show that for each i,∏
j ̸=i(2n)(2|xi,j|1)

((r − 1)n)2(|xi|1)
≤ 22|xi|1 .

Since
(2n)(2a)

n2(a)
≤ 22a

we know∏
j ̸=i(2n)(2|xi,j|1)

((r − 1)n)2(|xi|1)
≤
∏
j<i

(2n)(2|xi,j|1)
((r − j)n)2

(|xi,j|1)

∏
j>i

(2n)(2|xi,j|1)
((r + 1− j)n)2

(|xi,j|1)

≤
∏
j

(2n)(2|xi,j|1)
n2
(|xi,j|1)

≤ 22|xi|1
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and the proof follows.

Since Y = (Ym)
ℓ
m=1 and Ym ∼ Po(|dm|1 /(r − 1)2n), we can express the

generating function of Y as

GY(s) = exp

(
1

(r − 1)2n
ψ1(d) · (s− 1)

)
=
∑
y∈Nℓ

(1/((r − 1)2n))ψ1(d)
y

y!
(s− 1)y

=
∑

x∈Nℓ×(
r
2)

(1/((r − 1)2n))d)x

x!
(s− 1)ψ1(x)

where in the last step we used the multinomial theorem.
Set

αx =

µx
(n1)(ψ3(x))

((r−1)n1)(ψ2(x))
for all i ̸= j ∈ [r], |xi,j |1 ≤ n,

0 otherwise,

βx =
(1/(r − 1)2n)d)x

x!
.

By the same argument in Section 3, we need to find γx, independent of n, such
that 0 ≤ αx(n), βx(n) ≤ γx and

∑
x γx2

|x|1 <∞. We also need to show

lim
n→∞

|αx − βx| = 0

holding x fixed. Then, by Tannery’s Theorem, we have

lim
n→∞

dTV (X,Y) ≤ lim
n→∞

∑
x

|αx − βx|2x =
∑
x

lim
n→∞

|αx − βx|2x = 0.

Proof of Theorem 4.1. We first want to find γx such that
∑

x γx2
|x|1 < ∞.

By Lemma 4.6

αx, βx ≤ dx

x!

22|x|1

n|x|1
=

((4/n)d)x

x!
.

Since dm,i,j/n ≤ (r − 1)C, we know

((4/n)d)x

x!
≤ (4(r − 1)C)|x|1

x!

and ∑
x∈Nℓ×(

r
2)

(4(r − 1)C)|x|1

x!
= exp

(
4(r − 1)C

(
r

2

))
<∞.
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Therefore, γx = (4(r − 1)C)|x|1/x! will suffice. Then, we want to show limn→∞
|αx − βx| = 0 for all fixed x. By the triangle inequality, we can bound |αx − βx|
as

|αx − βx| =
∣∣∣∣(d−O(|x|1)1)x

x!
− dx

x!

∣∣∣∣ (n1)(ψ3(x))

((r − 1)n1)(ψ2(x))

+
dx

x!

∣∣∣∣ (n1)(ψ3(x))

((r − 1)n1)(ψ2(x))
− 1

((r − 1)2n)|x|1

∣∣∣∣ .
Applying Lemma 2.6 and Lemma 4.6, we know∣∣∣∣(d−O(|x|1)1)x

x!
− dx

x!

∣∣∣∣ (n1)(ψ3(x))

((r − 1)n1)(ψ2(x))

≤ ℓ

(
r

2

)
O(|x|1)((r − 1)Cn)|x|1−1 2

2|x|1

n|x|1
= o(1)

and
dx

x!

∣∣∣∣ (n1)(ψ3(x))

((r − 1)n1)(ψ2(x))
− 1

((r − 1)2n)|x|1

∣∣∣∣
≤ ((r − 1)Cn)|x|1o

(
n−|x|1

)
= o(1)

holding x fixed. Therefore, |αx − βx| → 0 and the proof follows.

5. Graph Decomposition and Case of Non-Disjont Dm

In this Section, we generalize Dm to a collection of not necessarily disjoint sub-
graphs of G, where G = K2n − N or Kr×(r−1)n. The idea is to decompose the

ℓ subgraphs into 2ℓ − 1 disjoint pieces and apply the previous results to these
pieces to get a 2ℓ − 1 independent Poisson joint distribution, and then appropri-
ately sum the random variables with the corresponding distribution. We shall
formalize this notion of graph decomposition using the following definition.

Definition 5.1. Let (Dm)
ℓ
m=1 be a collection of subgraphs of G. Let P∗([ℓ]) be

the collection of non-empty subsets of [ℓ]. For each S ∈ P∗([ℓ]), define

DS =
⋂
m∈S

Dm

/ ⋃
m∈Sc

Dc
m.

Then, (DS)S∈P∗([ℓ]) is a collection of disjoint subgraphs.

If we define the random variables X̄S = |E(R ∩DS)|, then by applying our
previous results, X̄S approaches an independent Poisson joint distribution. Since
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Xm =
∑

S:m∈S X̄S and the sum of a Poisson distribution is also Poisson, the
random vector (Xm)

ℓ
m=1 should approach a joint Poisson distribution. The next

lemma characterizes this phenomenon.

Lemma 5.2. Consider four random vectors X = (Xm)
ℓ
m=1,Y = (Ym)

ℓ
m=1, X̄ =

(X̄S)S∈P∗([ℓ]), (ȲS)S∈P∗([ℓ]) such that Xm =
∑

S:m∈S X̄S , Ym =
∑

S:m∈S ȲS for
each m. Then

dTV (X,Y) ≤ dTV (X̄, Ȳ).

Proof. For vector k̄ = (k̄S)S∈P∗([ℓ]), let k = (km)
ℓ
m=1 be defined as km =∑

S:m∈S k̄S . We define a function T : NP∗([ℓ]) → Nℓ such that T (k̄) = k. The
function T is surjective, because if we let k̄S = km if S = {m} and k̄S = 0
otherwise, and let k̄ = (k̄S)S∈P∗([ℓ]), then T (k̄) = (km)

ℓ
m=1. Then we have

dTV (X,Y) =
∑
k∈Nℓ

|P(X = k)− P(Y = k)|

=
∑
k∈Nℓ

∣∣∣∣∣∣
∑

k̄∈T−1(k)

P(X̄ = k̄)− P(X̄ = k̄)

∣∣∣∣∣∣
≤
∑
k∈Nℓ

∑
k̄∈T−1(k)

∣∣P(X̄ = k̄)− P(X̄ = k̄)
∣∣

=
∑

k̄∈NP∗([ℓ])

∣∣P(X̄ = k̄)− P(X̄ = k̄)
∣∣ = dTV (X̄, Ȳ).

The next corollary generalizes Theorem 1.2, and the proof follows naturally
from this lemma and Theorem 1.2.

Corollary 5.3. Let N be a subgraph of K2n, and let (Dm)
ℓ
m=1 be a collection

of subgraphs of K2n − N such that ∆(Dm),∆(N) ≤ C for some constant C.
Let (DS)S∈P∗([ℓ]) be the graph decomposition of (Dm)

ℓ
m=1. Let R be a uniformly

chosen random perfect matching of K2n − N and define X = (Xm)
ℓ
m=1, Xm =

|E(R∩Dm)|. For each S ∈ P∗([ℓ]), let YS follow independently to Po(|E(DS)|/2n)
and let Ym =

∑
S:m∈S YS, and Y = (Ym)

ℓ
m=1. Then

lim
n→∞

dTV (X,Y) = 0.

Proof. We know (DS)S∈P∗([ℓ]) is a collection of disjoint subgraphs of K2n − N
where ∆(DS) ≤ C for all S. Define X̄ = (|E(R∩DS)|)S∈P∗([ℓ]), Ȳ = (YS)S∈P∗([ℓ]).
By Theorem 1.2, we know

dTV (X̄, Ȳ) → 0.

Therefore, by Lemma 5.2, dTV (X,Y) → 0.
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The next corollary generalizes Theorem 1.3 and is proven by the exact same
method. We merely replace K2n −N by Kr×(r−1)n and use Theorem 1.3 instead
of Theorem 1.2.

Corollary 5.4. Let (Dm)
ℓ
m=1 be a collection of subgraphs of Kr×(r−1)n such that

∆(Dm) ≤ C for some constant C. Let (DS)S∈P∗([ℓ]) be the graph decomposition of

(Dm)
ℓ
m=1. Let R be a uniformly chosen random perfect matching of Kr×(r−1)n and

define X = (|E(R ∩Dm|)ℓm=1. For each S ∈ P∗([ℓ]), let YS follow independently
to Po(|E(DS)|/(r − 1)2n) and let Ym =

∑
S:m∈S(YS), and Y = (Ym)

ℓ
m=1. Then

lim
n→∞

dTV (X,Y) = 0.

6. Potential Directions of Future Work

A promising direction for future research is to extend the analysis from the parent
graph G to a broader class of graphs, such as regular robust expander graphs
(see [3, 4, 6, 7] for details). The current method of counting via the Principle
of Inclusion-Exclusion may not be well-suited for this generalization. Instead,
adopting techniques similar to those employed in [3] could provide a more effective
approach.

Another potential direction for future research involves relaxing the con-
straints on the constants ℓ, C, and r, allowing them to grow, possibly slowly, as
a function of n. If ℓ→ ∞ as n→ ∞, the current approach of applying Tannery’s
theorem to interchange the limit and infinite summation becomes inapplicable, as
the theorem requires a countable index set I, whereas this scenario involves the
uncountable set NN. Furthermore, the graph decomposition technique outlined
in Section 5 may no longer be effective, as it increases the number of decomposed
graphs D from ℓ to 2ℓ − 1, where the latter grows significantly faster than the
former.

A third direction for future research is to investigate the rate of convergence of
dTV (X,Y). Current results establish only that dTV (X,Y) = o(1). We conjecture
that, depending on the specific properties of the graph sequence (Dm)

ℓ
m=1, it

may be possible to identify a constant K = K((Dm)
ℓ
m=1) such that dTV (X,Y) =

Kn−1 + o(n−1).
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