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#### Abstract

In this work, given $(R, \mathfrak{m})$ a finite commutative local ring with identity and $k \in \mathbb{N}$ with $(k,|R|)=1$, we study the number of cliques of any size in the Cayley graph $G_{R}(k)=\operatorname{Cay}\left(R, U_{R}(k)\right)$ with $U_{R}(k)=\left\{x^{k}: x \in R^{*}\right\}$. Using the known fact that the graph $G_{R}(k)$ can be obtained by blowing-up the vertices of $G_{\mathbb{F}_{q}}(k)$ a number $|\mathfrak{m}|$ of times, we reduce the study of the number of cliques in $G_{R}(k)$ over the local ring $R$ to the computation of the number of cliques of $G_{R / \mathfrak{m}}(k)$ over the finite residue field $R / \mathfrak{m} \simeq \mathbb{F}_{q}$. In this way, using known numbers of $\ell$-cliques of generalized Paley graphs $(k=2,3,4$ and $\ell=3,4$ ), we obtain several explicit results for the number of $\ell$-cliques over finite commutative local rings with identity.
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## 1. Introduction

It is widely recognized that the diagonal Ramsey number $R(4,4)$ for two colors is equal to 18. This result was initially established by Greenwood and Gleason [14] in 1955. They presented a self-complementary graph with 17 vertices which does not contain a complete subgraph of order four, thereby demonstrating $17<$ $R(4,4)$. The graph that they considered was the classic Paley graph $P(17)$. See [16] for an historical review of this kind of graphs. This family of graphs is a particular case of the so-called Cayley graphs.

Let $G$ be a finite abelian group and $S$ a subset of $G$ with $0 \notin S$. The Cayley graph $\Gamma=\operatorname{Cay}(G, S)$ is the directed graph whose vertex set is $G$ and $v, w \in G$ form a directed edge (or arc) $\overrightarrow{v w}$ of $\Gamma$ from $v$ to $w$ if $w-v \in S$. Since $0 \notin S$
then $\Gamma$ has no loops. Notice that if $S$ is symmetric, that is $-S=S$, then we can consider $\operatorname{Cay}(G, S)$ as undirected (and conversely), and hence $\operatorname{Cay}(G, S)$ is $|S|$-regular. In this work, we always consider $S$ symmetric.

Let $R$ be a finite commutative ring and let $R^{*}$ be its set of units. For $k \in \mathbb{N}$, we are interested in the unitary Cayley graph of $k$-th powers or $k$-unitary Cayley graph defined by

$$
\begin{equation*}
G_{R}(k)=C a y\left(R, U_{R}(k)\right) \quad \text { where } \quad U_{R}(k)=\left\{x^{k}: x \in R^{*}\right\} . \tag{1}
\end{equation*}
$$

The case $G_{R}(1)$ are called the unitary Cayley graphs; they were extensively studied (see $[1,15,18]$ and [21]). Recently, Liu and Zhou [19] defined and studied the quadratic unitary Cayley graphs $\mathcal{G}_{R}=\operatorname{Cay}\left(R, T_{R}\right)$, where $T_{R}=Q_{R} \cup\left(-Q_{R}\right)$ and $Q_{R}=\left\{x^{2}: x \in R^{*}\right\}$ with $R$ a finite commutative ring with identity; when $Q_{R}$ is symmetric then $\mathcal{G}_{R}=G_{R}(2)$. Some structural properties of $G_{R}(k)$ were studied in the case where $R$ is local in [24] (see also [6] for $R=\mathbb{Z}_{p^{\alpha}}$ ). In general, notice that $G_{R}(k)$ is directed, moreover $U_{R}(k)$ is a symmetric set if and only if $-1 \in U_{R}(k)$.

One other interesting instance of these graphs is when $R=\mathbb{F}_{q}$ is a finite field of cardinality $q=p^{r}$ with $p$ prime, where $k$ is a non-negative integer (with $k \mid q-1$ ), this graph is called generalized Paley graph (GP-graph, for short) and is denoted by $\Gamma(k, q)$; more precisely

$$
\begin{equation*}
\Gamma(k, q)=\operatorname{Cay}\left(\mathbb{F}_{q}, U_{k}\right) \quad \text { with } \quad U_{k}=\left\{x^{k}: x \in \mathbb{F}_{q}^{*}\right\} . \tag{2}
\end{equation*}
$$

Notice that $\Gamma(k, q)$ is an $n$-regular graph with $n=\frac{q-1}{k}$. The graph $\Gamma(k, q)$ is undirected either if $q$ is even or if $k$ divides $\frac{q-1}{2}$ when $p$ is odd (equivalently, if $n$ is even when $p$ is odd) and it is connected if $n$ is a primitive divisor of $q-1$ (see (5)). When $k=1$ we get the complete graph $\Gamma(1, q)=K_{q}$ and when $k=2$ we get the classic Paley graph $\Gamma(2, q)=P(q)$. The graphs $\Gamma(3, q)$ and $\Gamma(4, q)$ are also of interest (see [23]). The GP-graphs have been extensively studied in the few past years (see for instance [ $2,3,17,20,22,25-27]$.)

Let $\mathcal{K}_{\ell}(G)$ be the number of complete subgraphs of order $\ell$ contained in a graph $G$. The work of Greenwood and Gleason assures that $\mathcal{K}_{4}(P(17))=0$ and $\mathcal{K}_{4}(P(q))>0$ for $q>17$. On the other hand, for $T_{\ell}(n)=\min \left(\mathcal{K}_{\ell}\left(G_{n}\right)+\mathcal{K}_{\ell}\left(\bar{G}_{n}\right)\right)$ where $\bar{G}$ denotes the complement graph of $G$, and the minimum is taken over all graphs $G_{n}$ on $n$ vertices, Erdös proved that $T_{\ell}(n) \leq\binom{ n}{\ell} 2^{1-\binom{\ell}{2}}$ and conjectured that $\lim _{n \rightarrow \infty} T_{\ell}(n) /\binom{n}{\ell}=2^{1-\binom{\ell}{2}}($ see $[12])$.

In [11], the authors found a closed formula for $\mathcal{K}_{\ell}(\Gamma(2, q))$ for $\ell=3,4$ and $q$ prime, in terms of certain binary quadratic forms, see also [4] for an extension to a prime power. In [10], the authors found a general formula for $\mathcal{K}_{\ell}(\Gamma(k, q))$ for $\ell=3,4$ in terms of hypergeometric sums, they also gave more explicit formulas for $k=2,3,4$.

In the case of $G_{R}(k)$ when $R$ is not a finite field, recently Bhowmik and Barman studied the number of cliques for the local ring $R=\mathbb{Z}_{p^{\alpha}}$ with $k=2$ (see [6]). For $R$ non-local, Das studied the number of cliques for $R=\mathbb{Z}_{p q}$ with $k=2$ and $p, q$ primes (see [9]), this formula was recently generalized for $R=\mathbb{Z}_{n}$ for $n$ odd in [7].

In this work, we generalize the results obtained by Bhowmik and Barman over $R=\mathbb{Z}_{p^{\alpha}}$ with $k=2$, to all finite commutative local rings $R$ with $k=2,3,4$ (see Theorems 3.1 and 4.1). More precisely we study the cliques of $G_{R}(k)$ over finite commutative local rings with identity $R$, where $(k,|R|)=1$, through the decomposition of $G_{R}(k)$ in terms of $G_{\mathbb{F}_{q}}(k)$ recently found in [24]. We will reduce the computation of the number of $\mathcal{K}_{\ell}\left(G_{R}(k)\right)$ over finite commutative local rings $(R, \mathfrak{m})$ to the problem of computing $\mathcal{K}_{\ell}(\Gamma(k, q))$ where $\Gamma(k, q)$ is as in (2). More precisely, we will show that $\mathcal{K}_{\ell}\left(G_{R}(k)\right)$ can be put in terms of $\mathcal{K}_{\ell}(\Gamma(k, q))$, where the residue field $R / \mathfrak{m}$ is isomorphic to $\mathbb{F}_{q}$.

## Outline and main results

In what follows let $R$ be a finite commutative ring with identity and let $k \in \mathbb{N}$ be coprime with $|R|$. We now give a brief account of the main results in the paper.

In Section 2, we recall some facts about $t$-balanced blow-up operations and show a general reduction formula for $\mathcal{K}_{\ell}\left(G^{(m)}\right)$ in terms of $\mathcal{K}_{\ell}(G)$. Thus, we recall the structure of the graph $G_{R}(k)$ for $R$ a local ring with unique maximal ideal $\mathfrak{m}$. In this case, we have that $G_{R}(k)=G_{R / \mathfrak{m}}(k)^{(m)}$ where $m=|\mathfrak{m}|$ and so, by using the formula obtained previously, we show that we can compute $\mathcal{K}_{\ell}\left(G_{R}(k)\right)$ in terms of $\mathcal{K}_{\ell}\left(G_{R / \mathfrak{m}}(k)\right)$ and $m$.

In Section 3, we study the number of complete subgraphs of size 3 (triangles) of $G_{R}(k)$ for $k=2,3,4$. We also show that in the case $R$ a finite field, we obtain a derived property in field extensions for the number of cliques, more precisely for $k=3$ and 4 we show that we can derive the values of $\mathcal{K}_{3}\left(\Gamma\left(k, q^{\ell}\right)\right)$ from the value of $\mathcal{K}_{3}(\Gamma(k, q))$, under some hypothesis.

Finally, in Section 4 we find a closed formula for the number of cliques of size 4 for $G_{R}(2)$. In the same way as in 3 -cliques, we obtain a derived property in field extensions for the number of 4 -cliques.

## 2. Balanced Blow-Ups and Cliques in $G_{R}(k)$

## Balanced blow-ups and cliques

For any graph $G$ and $m \in \mathbb{N}$, the (balanced) blow-up of order $m$ of $G$, denoted $G^{(m)}$, is the graph obtained by replacing each vertex $x$ of $G$ by a set $V_{x}$ of $m$ independent vertices and every edge $\{x, y\}$ of $G$ by a complete bipartite graph
$K_{m, m}$ with parts $V_{x}$ and $V_{y}$ (of course $G^{(1)}=G$ ). Notice that we have the natural isomorphism

$$
\begin{equation*}
G \otimes \stackrel{\circ}{K}_{m} \simeq G^{(m)}, \tag{3}
\end{equation*}
$$

where $\Gamma$ 응 denotes a graph $\Gamma$ with a loop added at each vertex.
Proposition 1. Let $G$ be a simple undirected graph and let $m, \ell \in \mathbb{N}$. Then,

$$
\mathcal{K}_{\ell}\left(G^{(m)}\right)=\mathcal{K}_{\ell}(G) \cdot m^{\ell} .
$$

Proof. Notice that any clique of size $\ell$ of $G^{(m)}$ induces a clique of the same size in $G$. Indeed the vertices of this clique in $G^{(m)}$ must belong to different independent sets of the blow-up, since if two of them belong to the same independent set, then they are not neighbors. Conversely, given a clique $K_{\ell}$ in $G$, by blowing up of its vertices we can obtain $m^{\ell}$ distinct cliques in $G^{(m)}$. The above argument shows that all of the cliques in $G^{(m)}$ can be obtained in this way. Hence, by the so called multiplication principle of combinatorics we have that

$$
\mathcal{K}_{\ell}\left(G^{(m)}\right)=\mathcal{K}_{\ell}(G) \cdot m^{\ell},
$$

as asserted.

Example 2.1. For $\ell, m, n \in \mathbb{N}$ we have that

$$
\mathcal{K}_{\ell}\left(K_{n}^{(m)}\right)=\binom{n}{\ell} m^{\ell} .
$$

Indeed, by taking into account that any choice of $\ell$ vertices in $K_{n}$ determines a clique in $K_{n}$ and all of the cliques in $K_{n}$ are determined uniquely in this way, we have that $\mathcal{K}_{\ell}\left(K_{n}\right)=\binom{n}{\ell}$. The assertion follows immediately from the above proposition.

Recall that if $G$ is a simple undirected graph, the clique number $\omega(G)$ of $G$ is the size of the maximum clique contained in $G$. As a consequence of the previous proposition we obtain the following.

Corollary 2.2. Let $G$ be a simple undirected graph. Then, $\omega\left(G^{(m)}\right)=\omega(G)$ for any $m \in \mathbb{N}$.

Proof. By Proposition 1 we have that $\mathcal{K}_{\ell}\left(G^{(m)}\right)=0$ if and only if $\mathcal{K}_{\ell}(G)=0$. The corollary follows directly from the definition of clique number.

## The structure of $G_{R}(k)$ and the number $\mathcal{K}_{\ell}\left(G_{R}(k)\right)$ for $R$ local

We recall some structural properties of the graphs $G_{R}(k)$ defined in (1) for $R$ a finite commutative local ring ( $R, \mathfrak{m}$ ) with identity, where $k$ is coprime with $|R|$.

Theorem 2.3 [24]. Let $(R, \mathfrak{m})$ be a finite commutative local ring with $m=|\mathfrak{m}|$ and residue field $R / \mathfrak{m} \simeq \mathbb{F}_{q}$. If $k \in \mathbb{N}$ satisfies $(k,|R|)=1$, then

$$
\begin{equation*}
G_{R}(k) \simeq \Gamma(k, q)^{(m)} \simeq G_{\mathbb{F}_{q}}(k) \otimes \stackrel{\circ}{K}_{m}, \tag{4}
\end{equation*}
$$

where $\Gamma(k, q)^{(m)}$ denotes the balanced blow-up of order $m$ of $\Gamma(k, q)$, whose independent sets are all the cosets of $\mathfrak{m}$ in $R$, and $\stackrel{\circ}{K}_{m}$ is the complete graph of $m$ vertices with a loop added at every vertex. In particular, $G_{R}(k)$ is $\frac{m(q-1)}{(k, q-1)}$-regular.

Recall that an integer $n$ is a primitive divisor of $p^{r}-1$ if $n \mid p^{r}-1$ and $n \nmid p^{a}-1$ for all $1 \leq a<r$. For simplicity, as in our previous works [22] we denote this fact by

$$
\begin{equation*}
n \dagger p^{r}-1 . \tag{5}
\end{equation*}
$$

Also, it is well-known that

$$
\begin{equation*}
\Gamma(k, q) \text { is connected } \Leftrightarrow n \dagger q-1 \tag{6}
\end{equation*}
$$

where $n$ is the regularity degree of $\Gamma(k, q)$ (see [17]), that is

$$
n=\frac{q-1}{k^{\prime}} \quad \text { where } \quad k^{\prime}=(k, q-1) .
$$

Corollary 2.4 [24]. Let $(R, \mathfrak{m})$ be a finite commutative local ring with $m=|\mathfrak{m}|$ and residue field $R / \mathfrak{m} \simeq \mathbb{F}_{q}$. Let $k \in \mathbb{N}$ such that $(k,|R|)=1$. Then,
(a) $-1 \in U_{R}(k)$ if and only if $-1 \in U_{R / \mathfrak{m}, k}$. In particular, $-1 \in U_{R}(k)$ if and only if $q$ is even or else if $q$ odd and $(k, q-1) \left\lvert\, \frac{q-1}{2}\right.$.
(b) $G_{R}(k)$ is undirected if and only if $G_{R / \mathfrak{m}}(k)$ is undirected.
(c) $G_{R}(k)$ is connected if and only if $\frac{q-1}{(k, q-1)} \dagger q-1$.

Remark 2. Items (a) and (b) of the above corollary imply that if ( $R, \mathfrak{m}$ ) is a finite commutative local ring with $|R / \mathfrak{m}|=q$, then

$$
G_{R}(k) \text { is undirected } \Leftrightarrow q \text { even or else }(k, q-1) \left\lvert\, \frac{q-1}{2}\right. \text { with } q \text { odd. }
$$

Hence, this arithmetic condition will appear many times in the rest of the work.
As a direct consequence of Proposition 1 and Theorem 2.3 we obtain the following result.

Theorem 2.5. Let $(R, \mathfrak{m})$ be a finite commutative local ring with $m=|\mathfrak{m}|$ and residue field $R / \mathfrak{m} \simeq \mathbb{F}_{q}$. Let $k \in \mathbb{N}$ such that $(k, q-1) \left\lvert\, \frac{q-1}{2}\right.$. If $(k, q)=1$, then

$$
\begin{equation*}
\mathcal{K}_{\ell}\left(G_{R}(k)\right)=\mathcal{K}_{\ell}(\Gamma(k, q)) \cdot m^{\ell}, \quad \text { for all } \ell \in \mathbb{N} \tag{7}
\end{equation*}
$$

Proof. The hypothesis assures that $G_{\mathbb{F}_{q}}(k)$ is an undirected graph, and by the above corollary $G_{R}(k)$ is undirected, as well. On the other hand, since $(k, q)=1$ then by Theorem 2.3 we have that

$$
G_{R}(k) \simeq \Gamma(k, q)^{(m)}
$$

where $m$ is the size of $\mathfrak{m}$. Hence, the assertion follows directly from Proposition 1.
By taking into account the Corollary 2.2, Theorem 2.3 implies the following consequence.

Proposition 3. Let $(R, \mathfrak{m})$ be a finite commutative local ring with $m=|\mathfrak{m}|$ and residue field $R / \mathfrak{m} \simeq \mathbb{F}_{q}$. Let $k \in \mathbb{N}$ such that $(k, q-1) \left\lvert\, \frac{q-1}{2}\right.$. If $(k, q)=1$, then

$$
\omega\left(G_{R}(k)\right)=\omega(\Gamma(k, q))
$$

## 3. The Number $\mathcal{K}_{3}\left(G_{R}(k)\right)$ for $k$ Small

In this section, we exploit some known values of $\mathcal{K}_{3}(\Gamma(k, q))$ in order to obtain formulas for $R$ general local rings. In [10], as we mentioned in the preliminaries the authors obtained a general formula for $\mathcal{K}_{\ell}(\Gamma(k, q))$ which is complicated to deal with, but for some cases ( $k$ and $\ell$ small) these formulas become more tractable.

We begin with the cases $\ell=3$ and $k=2,3,4$.
Theorem 3.1. Let $(R, \mathfrak{m})$ be a finite commutative local ring with $m=|\mathfrak{m}|=q^{\beta}$ and residue field $R / \mathfrak{m} \simeq \mathbb{F}_{q}$. Let $k \in \mathbb{N}$ such that $k \left\lvert\, \frac{q-1}{2}\right.$ if $q$ is odd or else $k \mid q-1$ for $q$ even. Then, we have the following cases.
(a) $(k=2)$ If $q \equiv 1(\bmod 4)$ then

$$
\mathcal{K}_{3}\left(G_{R}(2)\right)=\frac{q^{3 \beta+1}(q-1)(q-5)}{48}
$$

(b) $(k=3)$ Let $q=p^{r}$ for a prime $p$, such that if $q$ is even then $3 \mid q-1$, or else if $q$ is odd then $6 \mid q-1$. When $p \equiv 1(\bmod 3)$, write $4 q=c^{2}+27 d^{2}$ for $c, d \in \mathbb{Z}$ such that $c \equiv 1(\bmod 3)$ and $p \nmid c$. When $p \equiv 2(\bmod 3)$, let $c=-2(-p)^{\frac{r}{2}}$. Then

$$
\mathcal{K}_{3}\left(G_{R}(3)\right)=\frac{q^{3 \beta+1}(q-1)(q+c-8)}{162}
$$

(c) $(k=4)$ Let $q=p^{r} \equiv 1(\bmod 8)$ for a prime $p$. Write $q=e^{2}+4 f^{2}$ for $e, f \in \mathbb{Z}$, such that $e \equiv 1(\bmod 4)$, and $p \nmid e$ when $p \equiv 1(\bmod 4)$. Then

$$
\mathcal{K}_{3}\left(G_{R}(4)\right)=\frac{q^{3 \beta+1}(q-1)(q-6 e-11)}{2^{7} \cdot 3}
$$

Proof. All of the assertions follow directly from Theorem 2.5 and Corollaries $2.10,2.11$ and 2.12 from [10].

Remark 4. (a) In [6], the authors found the same value in the item (a), only when $R=\mathbb{Z}_{p^{\alpha}}$, by using some calculations in terms of Jacobi sums and Dirichlet characters. Notice that in this case its maximal ideal has size $p^{\alpha-1}$ and the residue field is $\mathbb{F}_{p}$, so $q=p$ and $\beta=\alpha-1$, in terms of the notation of the above proposition. Hence, for $p \equiv 1(\bmod 4)$ we have that

$$
\mathcal{K}_{3}\left(G_{\mathbb{Z}_{p^{\alpha}}}(2)\right)=\frac{p^{3 \alpha-2}(p-1)(p-5)}{48}
$$

(b) Notice that the hypothesis that the author assume in Corollary 2.12 of [10] was $q=e^{2}+f^{2}$ instead of $q=e^{2}+4 f^{2}$, both hypothesis are the same, since if we assume that $q=e^{2}+f^{2}$ with $q \equiv 1(\bmod 8)$ and $e \equiv 1(\bmod 4)$, then necessarily $f \equiv 0(\bmod 4)$, that is $f=2 f^{\prime}$ and so $q=e^{2}+4 f^{\prime 2}$.

## Derived values of $\mathcal{K}_{3}(\Gamma(k, q))$ in field extensions for $k=3,4$

We can say more things about the cases $k=3,4$ when $R=\mathbb{F}_{q}$ is a finite field. In [23] Podestá and Videla studied the energy and spectra of $\Gamma(3, q)$ and $\Gamma(4, q)$, in this case some constants appear, very similar to the constants $c$ and $e$ present in the formulae for $\mathcal{K}_{3}\left(G_{\mathbb{F}_{q}}(4)\right)$ and $\mathcal{K}_{4}\left(G_{\mathbb{F}_{q}}(4)\right)$. By using complex numbers, they proved that the constants can be obtained recursively when $q$ grows (in some particular way). This allow them to proved that the spectrum can be obtained recursively. In this case, we can do the same for the number of cliques, as the following results assert.

Theorem 3.2. Let $p$ be a prime with $p \equiv 1(\bmod 3)$. If there is a minimal $t \in \mathbb{N}$ such that

$$
\begin{equation*}
p^{t}=X^{2}+27 Y^{2} \tag{8}
\end{equation*}
$$

has integral solutions $x, y \in \mathbb{Z}$ with $(x, p)=1$, then $\mathcal{K}_{3}\left(\Gamma\left(3, p^{t \ell+s}\right)\right)$, with $\ell \geq 1$ and $0 \leq s<t$, is determined by the numbers $\mathcal{K}_{3}\left(\Gamma\left(3, p^{t}\right)\right)$ and $\mathcal{K}_{3}\left(\Gamma\left(3, p^{s}\right)\right)$.

Proof. Let $t$ be minimal in $\mathbb{N}$ such that (8) has an integral solution $x, y$ with $(x, p)=1$. Notice that if $(x, y)$ is a solution of (8) then $(x,-y)$ and $(-x, \pm y)$ are also solutions. Also, from (8) we have that $x^{2} \equiv 1(\bmod 3)$ since $p \equiv 1(\bmod 3)$
and hence $x \equiv \pm 1(\bmod 3)$. Thus, we will choose one solution $\left(x_{0}, y_{0}\right)$, with $x_{0} \in\{ \pm x\}$ and $y_{0} \in\{ \pm y\}$, such that $x_{0} \equiv 1(\bmod 3)$.

Considering the complex number

$$
\begin{equation*}
z_{x, y}:=x+3 \sqrt{3} i y \tag{9}
\end{equation*}
$$

we have that $\left\|z_{x, y}\right\|^{2}=x^{2}+27 y^{2}=p^{t}$ and hence

$$
\begin{equation*}
p^{t \ell}=\left\|z_{x, y}\right\|^{2 \ell}=\left\|z_{x, y}^{\ell}\right\|^{2} \tag{10}
\end{equation*}
$$

for any $\ell \in \mathbb{N}$. Now, we will express $z_{x, y}^{\ell}$ in the form given in (9). For any $\ell \in \mathbb{N}$ put

$$
z_{x, y}^{\ell}:=z_{x_{\ell-1}, y_{\ell-1}}=x_{\ell-1}+3 \sqrt{3} i y_{\ell-1}
$$

where $z_{x, y}^{1}=z_{x, y}$ and $x_{0}=x, y_{0}=y$. For instance, $x_{1}+3 \sqrt{3} i y_{1}=z_{x, y}^{2}=\left(x^{2}-\right.$ $\left.27 y^{2}\right)+3 \sqrt{3} i(2 x y)$ so $x_{1}=x^{2}-27 y^{2}$ and $y_{1}=2 x y$. By the relation $z_{x, y}^{\ell+1}=z_{x, y} z_{x, y}^{\ell}$, one sees that the sequence $\left\{\left(x_{\ell}, y_{\ell}\right)\right\}_{\ell \in \mathbb{N}_{0}}$ is thus recursively defined as follows: let $x_{0}=x, y_{0}=y$ and for any $\ell>0$ take

$$
\begin{equation*}
x_{\ell}=x_{0} x_{\ell-1}-27 y_{0} y_{\ell-1} \quad \text { and } \quad y_{\ell}=x_{0} y_{\ell-1}+x_{\ell-1} y_{0} . \tag{11}
\end{equation*}
$$

Now, in the proof of Theorem 3.1 of [23] the authors showed the following claim.
Claim 1. $x_{\ell} \equiv 1(\bmod 3)$ and $\left(x_{\ell}, p\right)=1$ for all $\ell \in \mathbb{N}_{0}$.
Notice that by (10) and Claim 1, we obtain a double sequence of integers $\left\{\left(x_{\ell}, y_{\ell}\right)\right\}_{\ell \in \mathbb{N}_{0}}$ such that

$$
p^{t(\ell+1)}=x_{\ell}^{2}+27 y_{\ell}^{2} \quad \text { with } \quad x_{\ell} \equiv 1 \quad(\bmod 3) \quad \text { and } \quad\left(x_{\ell}, p\right)=1 .
$$

We now seek for solutions of the equation $4 p^{t \ell}=X^{2}+27 Y^{2}$. Since $p>3$, by defining

$$
c_{\ell, 0}=-2 x_{\ell-1} \quad \text { and } \quad d_{\ell, 0}=-2 y_{\ell-1}
$$

for $\ell>0$ we get a sequence of integers $\left\{\left(c_{\ell, 0}, d_{\ell, 0}\right)\right\}_{\ell \in \mathbb{N}}$ satisfying

$$
4 p^{t \ell}=c_{\ell, 0}^{2}+27 d_{\ell, 0}^{2} \quad \text { with } \quad\left(c_{\ell, 0}, p\right)=1 \quad \text { and } \quad c_{\ell, 0} \equiv 1 \quad(\bmod 3) .
$$

Moreover, the sequence $\left\{\left(c_{\ell, 0}, d_{\ell, 0}\right)\right\}_{\ell \in \mathbb{N}}$ satisfies the recursions

$$
\begin{equation*}
c_{\ell+1,0}=x_{0} c_{\ell, 0}-27 y_{0} d_{\ell, 0} \quad \text { and } \quad d_{\ell+1,0}=x_{0} d_{\ell, 0}+y_{0} c_{\ell, 0} . \tag{12}
\end{equation*}
$$

This implies that $\mathcal{K}_{3}\left(\Gamma\left(3, p^{3 t(\ell+1)}\right)\right)$ can be determined by the spectrum of $\mathcal{K}_{3}\left(\Gamma\left(3, p^{3 \ell \ell}\right)\right)$, recursively. Thus, the spectrum of $\mathcal{K}_{3}\left(\Gamma\left(3, p^{3 t \ell}\right)\right)$ is determined by the spectrum of $\mathcal{K}_{3}\left(\Gamma\left(3, p^{3 t}\right)\right)$ by induction, as desired.

Now assume that $s \in\{1, \ldots, t-1\}$ (the case $s=0$ was treated before), and let $c_{0, s}, d_{0, s} \in \mathbb{Z}$ with $c_{0, s} \equiv 1(\bmod 3)$ and $\left(c_{0, s}, p\right)=1$ such that

$$
4 p^{s}=c_{0, s}^{2}+27 d_{0, s}^{2}=\left\|z_{c_{0, s}, d_{0, s}}\right\|^{2}
$$

with $z_{c_{0, s}, d_{0, s}}=c_{0, s}+3 \sqrt{3} i d_{0, s}$. Hence, we have that

$$
4 p^{t \ell+s}=\left\|z_{c_{0, s}, d_{0, s}}\right\|^{2}\left\|z_{x_{\ell-1}, y_{\ell-1}}\right\|^{2}=\left\|z_{c_{0, s}, d_{0, s}} z_{x_{\ell-1}, y_{\ell-1}}\right\|^{2}=\left\|z_{c_{\ell, s}, d_{\ell, s}}\right\|^{2}
$$

where $\left\{\left(c_{\ell, s}, d_{\ell, s}\right\}_{\ell \in \mathbb{N}_{0}}\right.$ also satisfies the recursions

$$
\begin{equation*}
c_{\ell, s}=c_{0, s} x_{\ell-1}-27 d_{0, s} y_{\ell-1} \text { and } d_{\ell, s}=c_{0, s} y_{\ell-1}+d_{0, s} x_{\ell-1}, \tag{13}
\end{equation*}
$$

with $x_{\ell}, y_{\ell}$ recursively defined as in (11). The following claim is also proved in Theorem 3.1 of [23]

Claim 2. $c_{\ell, s} \equiv 1(\bmod 3)$ and $\left(c_{\ell, s}, p\right)=1$ for all $\ell \in \mathbb{N}_{0}$.
In order to prove that the $\mathcal{K}_{3}\left(\Gamma\left(3, p^{t \ell+s}\right)\right)$ is determined by $\mathcal{K}_{3}\left(\Gamma\left(3, p^{s}\right)\right)$ and $\mathcal{K}_{3}\left(\Gamma\left(3, p^{t}\right)\right)$, it is enough to put $c_{\ell, s}$ in terms of $c_{0, s}$ and $x_{0}$. In [23] it is shown that $c_{\ell, s}$ 's satisfy the following recursion

$$
\begin{equation*}
c_{\ell+1, s}=2 x_{0} c_{\ell, s}-p^{t} c_{\ell-1, s} . \tag{14}
\end{equation*}
$$

By solving this two terms linear recurrence, we obtain that
(15) $c_{\ell, s}=\frac{1}{2}\left(c_{0, s}+3 \sqrt{3} d_{0, s} i\right)\left(x_{0}+3 \sqrt{3} y_{0} i\right)^{\ell}+\frac{1}{2}\left(c_{0, s}-3 \sqrt{3} d_{0, s} i\right)\left(x_{0}-3 \sqrt{3} y_{0} i\right)^{\ell}$.

In this way, for every $\ell \in \mathbb{N}, c_{\ell, s}$ can be put in terms of $c_{0, s}, d_{0, s}$ and $x_{0}, y_{0}$ only, to finish the proof notice that $d_{0, s}$ can be put in terms of $c_{0, s}$ and $y_{0}$ can be put in terms of $x_{0}$, as we wanted to show.

Recall that an integer $a$ is a cubic residue modulo a prime $p$ if $a \equiv x^{3}$ $(\bmod p)$ for some integer $x$. By Euler's criterion, $a$ is a cubic residue $\bmod p$, with $(a, p)=1$, if and only if

$$
\begin{equation*}
a^{\frac{p-1}{d}} \equiv 1 \quad(\bmod p) \tag{16}
\end{equation*}
$$

where $d=(3, p-1)$. We have the following direct consequence of Theorem 3.2.
Theorem 3.3. Let $p$ be a prime with $p \equiv 1(\bmod 3)$. If 2 is a cubic residue modulo $p$, then the number $\mathcal{K}_{3}(\Gamma(3, p))$ determines the numbers $\mathcal{K}_{3}\left(\Gamma\left(3, p^{\ell}\right)\right)$ for every $\ell \in \mathbb{N}$. In this case, $\mathcal{K}_{3}\left(\Gamma\left(3, p^{\ell}\right)\right)$ is given by

$$
\begin{equation*}
\mathcal{K}_{3}\left(\Gamma\left(3, p^{\ell}\right)\right)=\frac{p^{\ell}\left(p^{\ell}-1\right)\left(p^{\ell}+c_{\ell}-8\right)}{162} \tag{17}
\end{equation*}
$$

where $c_{\ell}$ are defined by

$$
c_{\ell}=-\left(x_{0}+3 \sqrt{3} y_{0} i\right)^{\ell}-\left(x_{0}-3 \sqrt{3} y_{0} i\right)^{\ell}
$$

where $x_{0}$ and $y_{0}$ are the solutions of $p=X^{2}+27 Y^{2}$ with $\left(x_{0}, p\right)=1$ and $x_{0} \equiv 1$ $(\bmod 3)$.

Proof. A classic result in number theory, conjectured by Euler and first proved by Gauss using cubic reciprocity, asserts that (see for instance [8])
(18) $p=x^{2}+27 y^{2} \quad$ for some $x, y \in \mathbb{Z} \Leftrightarrow\left\{\begin{array}{l}p \equiv 1 \quad(\bmod 3) \text { and }, \\ 2 \text { is a cubic residue modulo } p .\end{array}\right.$

By hypothesis we have that $p \equiv 1(\bmod 3)$ and 2 is a cubic residue modulo $p$, so there exist $x, y \in \mathbb{Z}$ such that $p=x^{2}+27 y^{2}$. Moreover, since either $x$ or $-x$ is congruent to $1 \bmod p$, we choose the solution $\left(x_{0}, y_{0}\right)$, where $x_{0} \in\{ \pm x\}$ with $x_{0} \equiv 1(\bmod 3)$. In the notation of the proof of Theorem 3.2, by denoting $c_{\ell}:=c_{\ell, s}, d_{\ell}:=d_{\ell, s}$ by (15) for $t=1$ and $s=0$ we have

$$
\begin{aligned}
\left\|z_{c_{\ell}, d_{\ell}}\right\|^{2}=4 p^{\ell} \quad \text { and } \quad c_{\ell} & =\frac{1}{2}\left(c_{0, s}+3 \sqrt{3} d_{0, s} i\right)\left(x_{0}+3 \sqrt{3} y_{0} i\right)^{\ell} \\
& +\frac{1}{2}\left(c_{0, s}-3 \sqrt{3} d_{0, s} i\right)\left(x_{0}-3 \sqrt{3} y_{0} i\right)^{\ell}
\end{aligned}
$$

Since $s=0$, then $c_{0, s}=-2$ and $d_{0, s}=0$ and therefore

$$
c_{\ell}=-\left(x_{0}+3 \sqrt{3} y_{0} i\right)^{\ell}-\left(x_{0}-3 \sqrt{3} y_{0} i\right)^{\ell}
$$

The assertion (17) follows directly from item (b) of Theorem 3.1.

Example 3.4. Let $p=31$. We know that 2 is a cubic residue modulo 31 and in this case we have $31=2^{2}+27 \cdot 1^{2}$. We take the solutions $x_{0}=-2$ and $y_{0}=1$ of $q$ is odd $31=X^{2}+27 Y^{2}$. By Theorem 3.3, we have that $\mathcal{K}_{3}(\Gamma(3,31))$ determines $\mathcal{K}_{3}\left(\Gamma\left(3,31^{\ell}\right)\right)$ for every $\ell$ and

$$
\mathcal{K}_{3}\left(\Gamma\left(3, p^{\ell}\right)\right)=\frac{p^{\ell}\left(p^{\ell}-1\right)\left(p^{\ell}+c_{\ell}-8\right)}{162}
$$

where $c_{\ell}$ satisfies

$$
c_{\ell}=-(-2+3 \sqrt{3} i)^{\ell}-(-2-3 \sqrt{3} i)^{\ell}
$$

In Table 1 we give the values of $\Gamma\left(3,31^{\ell}\right)$ for the first five values of $\ell$.

Table 1. First values of $c_{\ell}$ and $\mathcal{K}_{3}\left(\Gamma\left(3,31^{\ell}\right)\right)$.

| $\ell$ | $c_{\ell}$ | Values of $\mathcal{K}_{3}\left(\Gamma\left(3,31^{\ell}\right)\right)$ |
| :---: | :---: | :---: |
| 1 | 4 | 155 |
| 2 | 46 | 5689120 |
| 3 | -308 | 161470943875 |
| 4 | -194 | 4861047204287040 |
| 5 | 10324 | 144899484304503423275 |

Theorem 3.5. If $p$ is a prime with $q=p^{r} \equiv 1(\bmod 8)$ and $p \equiv 1(\bmod 4)$, then the number of cliques $\mathcal{K}_{3}\left(\Gamma\left(4, q^{\ell}\right)\right)$ is determined by $\mathcal{K}_{3}(\Gamma(4, q))$ for every $\ell \in \mathbb{N}$. Moreover, $\mathcal{K}_{3}\left(\Gamma\left(4, q^{\ell}\right)\right)$ is given by

$$
\mathcal{K}_{3}\left(\Gamma\left(4, q^{\ell}\right)\right)=\frac{q^{\ell}\left(q^{\ell}-1\right)\left(q^{\ell}-6 e_{\ell}-11\right)}{2^{7} \cdot 3},
$$

with

$$
\begin{equation*}
e_{\ell}=\frac{1}{2}\left(e_{1}+2 f_{1} i\right)^{\ell}+\frac{1}{2}\left(e_{1}-2 f_{1} i\right)^{\ell}=\operatorname{Re}\left(e_{1}+2 f_{1} i\right)^{\ell} \tag{19}
\end{equation*}
$$

where $e_{1}$ and $f_{1}$ are integral solutions of $q=X^{2}+4 Y^{2}$ with $e_{1} \equiv 1(\bmod 4)$ and $\left(e_{1}, p\right)=1$.

Proof. It is well known that the equation $q=X^{2}+4 Y^{2}$ with $p \equiv 1(\bmod 4)$ always has a solution $(x, y)$ satisfying $(x, p)=1$. In particular, since $q \equiv 1$ $(\bmod 8)$ then $q \equiv 1(\bmod 4)$ as well. Let $e_{1}, f_{1}$ be the solution of the above equation with $e_{1} \equiv 1(\bmod 4)$ and $\left(e_{1}, p\right)=1$. Notice that if we take $z_{x, y}=x+i y$, then $q=\left\|z_{e_{1}, f_{1}}\right\|^{2}$, so we have that

$$
q^{\ell}=\left\|z_{e_{1}, f_{1}}\right\|^{2 \ell}=\left\|z_{e_{1}, f_{1}}\right\|^{2} .
$$

As in the proof of Theorem 3.2, we can put $z_{e_{1}, f_{1}}^{\ell}=: z_{e_{\ell}, f_{\ell}}$, where $e_{\ell}, f_{\ell}$ are defined recursively as follows

$$
\begin{equation*}
e_{\ell+1}=e_{1} e_{\ell}-4 f_{1} f_{\ell} \quad \text { and } \quad f_{\ell+1}=e_{1} f_{\ell}+f_{1} e_{\ell} \tag{20}
\end{equation*}
$$

Both sequences $\left\{e_{\ell}\right\}_{\ell \in \mathbb{N}}$ and $\left\{f_{\ell}\right\}_{\ell \in \mathbb{N}}$ also satisfy the recursion

$$
\begin{equation*}
r_{\ell+1}=2 e_{1} r_{\ell}-q \cdot r_{\ell-1} \quad \text { for } \ell \geq 2 \tag{21}
\end{equation*}
$$

That is,

$$
e_{\ell+1}=2 e_{1} e_{\ell}-q \cdot e_{\ell-1} \quad \text { and } \quad f_{\ell+1}=2 e_{1} f_{\ell}-q \cdot f_{\ell-1}
$$

It can be shown that
$f_{\ell+1}=f_{1}\left(\sum_{i=1}^{\ell} e_{i} e_{1}^{\ell-i}+e_{1}^{\ell}\right)$ and $e_{\ell}=\frac{1}{f_{1}}\left(f_{\ell+1}-e_{1} f_{\ell}\right)=\sum_{i=1}^{\ell} e_{i} e_{1}^{\ell-i}-e_{1} \sum_{i=1}^{\ell-1} e_{i} e_{1}^{\ell-1-i}$
so we have that

$$
\begin{equation*}
e_{\ell+1}=e_{1} \sum_{i=1}^{\ell} e_{i} e_{1}^{\ell-i}-q \sum_{i=1}^{\ell-1} e_{i} e_{1}^{\ell-1-i}-4 f_{1}^{2} e_{1}^{\ell-1} . \tag{22}
\end{equation*}
$$

As in proof of Theorem 3.1 of [23], we can show that $\left(e_{\ell}, p\right)=1$ and $e_{\ell} \equiv$ $1(\bmod 4)$. Indeed, notice that $(20)$ implies that $e_{\ell+1} \equiv e_{\ell}(\bmod 4)$ and by hypothesis $e_{1} \equiv 1(\bmod 4)$ and so $e_{\ell} \equiv 1(\bmod 4)$ for all $\ell \geq 1$.

On the other hand, we have that $\left(e_{1}, p\right)=1$ by hypothesis. Notice that $e_{2}=e_{1}^{2}-4 f_{1}^{2}$ and $f_{2}=2 e_{1} f_{1}$. By taking into account that $q=e_{1}^{2}+4 f_{1}^{2}$, we obtain that $e_{2}=2 e_{1}^{2}-q \equiv 2 e_{1}^{2}(\bmod p)$. Since $p>4$ is prime and $\left(e_{1}, p\right)=1$, we obtain that $e_{2} \not \equiv 0(\bmod p)$ and thus $\left(e_{2}, p\right)=1$.

Claim. $\left(e_{\ell}, p\right)=1$ for any $\ell \geq 3$.
Proof. Suppose that the claim is false, so there exists a minimum $L>2$ such that $p \mid e_{L}$, that is $e_{L} \equiv 0(\bmod p)$. By (22), we obtain that

$$
e_{1} \sum_{i=1}^{L-1} e_{i} e_{1}^{L-1-i}-4 f_{1}^{2} e_{1}^{L-2} \equiv e_{L} \equiv 0 \quad(\bmod p),
$$

and using that $4 f_{1}^{2}=q-e_{1}^{2}$ we get

$$
e_{1} \sum_{i=1}^{L-1} e_{i} e_{1}^{L-1-i}+e_{1}^{L}=e_{1}\left(e_{1}^{L-1}+\sum_{i=1}^{L-1} e_{i} e_{1}^{L-1-i}\right) \equiv 0 \quad(\bmod p)
$$

Since $\left(e_{1}, p\right)=1$, we have that

$$
\begin{equation*}
e_{1}^{L-1}+\sum_{i=1}^{L-1} e_{i} e_{1}^{L-1-i} \equiv 0 \quad(\bmod p) \tag{23}
\end{equation*}
$$

Notice that

$$
\sum_{i=1}^{L-1} e_{i} e_{1}^{L-1-i}=e_{L-1}+\sum_{i=1}^{L-2} e_{i} e_{1}^{L-1-i}
$$

By applying (22) with $\ell=L-1$ we arrive at

$$
e_{L-1} \equiv e_{1} \sum_{i=1}^{L-2} e_{i} e_{1}^{L-2-i}-4 f_{1}^{2} e_{1}^{L-3} \equiv \sum_{i=1}^{L-2} e_{i} e_{1}^{L-1-i}+e_{1}^{L-1} \quad(\bmod p)
$$

where we again used that $4 f_{1}^{2}=q-e_{1}^{2}$. Thus, we have that

$$
2 e_{L-1} \equiv e_{L-1}+\sum_{i=1}^{L-2} e_{i} e_{1}^{L-1-i}+e_{1}^{L-1} \equiv e_{1}^{L-1}+\sum_{i=1}^{L-1} e_{i} e_{1}^{L-1-i} \equiv 0 \quad(\bmod p)
$$

by (23). Hence $e_{L-1} \equiv 0(\bmod p)$ since $(2, p)=1$, which contradicts the minimality of $L$. Therefore $\left(e_{\ell}, p\right)=1$ for all $\ell \in \mathbb{N}$. This proves the claim.

In order to prove that $\mathcal{K}_{3}\left(\Gamma\left(4, q^{\ell}\right)\right)$ is determined by $\mathcal{K}_{3}(\Gamma(4, q))$, notice that if $q \equiv 1(\bmod 8)$ then $q^{\ell} \equiv 1(\bmod 8)$ as well, so by item (c) of Theorem 3.1, it is enough to put every $e_{\ell}$ in terms of $e_{1}$ and $f_{1}$. By solving the linear recurrence (21) and by recalling that $e_{2}=e_{1}^{2}-4 f_{1}^{2}$ and $f_{2}=2 e_{1} f_{1}$, we obtain that $e_{\ell}$ 's are as given in (19). Therefore, the value of $\mathcal{K}_{3}\left(\Gamma\left(4, q^{\ell}\right)\right)$ is determined by $\mathcal{K}_{3}(\Gamma(4, q))$, as desired.

Example 3.6. Let $p=17$. Since $17=1^{2}+4 \cdot 2^{2}$, we take $e_{1}=1$ and $f_{1}=2$. The number of cliques $\mathcal{K}_{3}\left(\Gamma\left(4,17^{\ell}\right)\right)$ is given for any $\ell \in \mathbb{N}$ by

$$
\mathcal{K}_{3}\left(\Gamma\left(4,17^{\ell}\right)\right)=\frac{17^{\ell}\left(17^{\ell}-1\right)\left(17^{\ell}-6 e_{\ell}-11\right)}{2^{7} \cdot 3}
$$

with

$$
e_{\ell}=\frac{1}{2}(1+4 i)^{\ell}+\frac{1}{2}(1-4 i)^{\ell}=\operatorname{Re}(1+4 i)^{\ell} .
$$

In Table 2 we give the values of $\mathcal{K}_{3}\left(\Gamma\left(4,17^{\ell}\right)\right)$ for the first five values of $\ell$.

Table 2. Values of $\mathcal{K}_{3}\left(\Gamma\left(4,17^{\ell}\right)\right)$.

| $\ell$ | $e_{\ell}$ | Values of $\mathcal{K}_{3}\left(\Gamma\left(4,17^{\ell}\right)\right)$ |
| :---: | :---: | :---: |
| 1 | 1 | 0 |
| 2 | -15 | 79764 |
| 3 | -47 | 325790856 |
| 4 | 161 | 1499479239720 |
| 5 | 761 | 7430192286281890 |

## 4. The Number $\mathcal{K}_{4}\left(G_{R}(k)\right)$ for $k=2,3,4$

In this section we study the number $\mathcal{K}_{4}\left(G_{R}(k)\right)$, for $(R, \mathfrak{m})$ a local ring for $k=$ $2,3,4$, by showing that we can obtain this value in terms of $\mathcal{K}_{4}\left(G_{R / \mathfrak{m}}(k)\right)$ for $k=2,3,4$. In the case that $R=\mathbb{F}_{p^{\ell}}$, we show that we can always obtain the value of $\mathcal{K}_{4}\left(\Gamma\left(2, p^{\ell}\right)\right)$ recursively from $\mathcal{K}_{4}(\Gamma(2, p))$ when $p \equiv 1(\bmod 4)$.

Given $\chi, \psi$ multiplicative characters of $\mathbb{F}_{q}$ with extension $\chi(0)=\psi(0)=0$, the usual Jacobi sums is defined by $J(\chi, \psi)=\sum_{a \in \mathbb{F}_{q}} \chi(a) \psi(1-a)$, we have also the symbol $\binom{\psi}{\chi}=\frac{\psi(-1)}{q} J(\chi, \bar{\psi})$. For multiplicative characters $A_{0}, A_{1}, \ldots, A_{n}$ and $B_{1}, \ldots, B_{n}$ of $\mathbb{F}_{q}$ and $\lambda \in \mathbb{F}_{q}$ define the finite field hypergeometric function

$$
{ }_{n+1} F_{n}\left(\begin{array}{ccc}
A_{0}, & A_{1}, \ldots, & A_{n} \\
B_{1}, \ldots, & , \ldots
\end{array} B_{n}=\frac{q}{q-1} \sum_{\chi}\binom{A_{0} \chi}{\chi}\binom{A_{1} \chi}{B_{1} \chi} \cdots\binom{A_{n} \chi}{B_{n} \chi} \chi(\lambda)\right.
$$

where the sum is over all multiplicative characters $\chi$ of $\mathbb{F}_{q}$, see $[13]$ for a comprehensive introduction and properties to this type of functions.
Theorem 4.1. Let $(R, \mathfrak{m})$ be a finite commutative local ring with $m=|\mathfrak{m}|=q^{\beta}$ and residue field $R / \mathfrak{m} \simeq \mathbb{F}_{q}$. Let $k \in \mathbb{N}$ such that $k \left\lvert\, \frac{q-1}{2}\right.$ if $q$ is odd or else $k \mid q-1$ for $q$ even. Then, we have the following cases.
(a) $(k=2)$ Let $q=p^{r} \equiv 1(\bmod 4)$ for a prime $p$. Write $q=x^{2}+4 y^{2}$ for integers $x$ and $y$, such that $p \nmid x$ when $p \equiv 1(\bmod 4)$. Then

$$
\mathcal{K}_{4}\left(G_{R}(2)\right)=\frac{q^{4 \beta+1}(q-1)\left((q-9)^{2}-16 y^{2}\right)}{2^{9} \cdot 3}
$$

(b) $(k=3)$ Let $q=p^{r}$ for a prime $p$, such that $3 \mid q-1$ if $q$ is even, or else $6 \mid q-1$ if $q$ is odd. When $p \equiv 1(\bmod 3)$, write $4 q=c^{2}+27 d^{2}$ for $c, d \in \mathbb{Z}$ such that $c \equiv 1(\bmod 3)$ and $p \nmid c$. When $p \equiv 2(\bmod 3)$, let $c=-2(-p)^{\frac{r}{2}}$. If $\chi_{3}$ is a multiplicative character of $\mathbb{F}_{q}$ of order 3 and $\varepsilon$ is the trivial multiplicative character, then

$$
\left.\begin{array}{l}
\mathcal{K}_{4}\left(G_{R}(3)\right) \\
=\frac{q^{4 \beta+1}(q-1)}{2^{3} \cdot 3^{7}}\left[q^{2}+5 q(c-11)+10 c^{2}-85 c+316+12 q^{2}{ }_{3} F_{2}\left(\begin{array}{cc}
\chi_{3}, & \chi_{3}, \\
\\
\varepsilon, & \bar{\chi}_{3} \\
& \varepsilon
\end{array}\right)_{q}\right.
\end{array}\right] .
$$

(c) $(k=4)$ Let $q=p^{r} \equiv 1(\bmod 8)$ for a prime $p$. Write $q=e^{2}+4 f^{2}$ for $e, f \in \mathbb{Z}$, such that $e \equiv 1(\bmod 4)$, and $p \nmid e$ when $p \equiv 1(\bmod 4)$. Write $q=u^{2}+2 v^{2}$ for integers $u$ and $v$, such that $u \equiv 3(\bmod 4)$, and $p \nmid u$ when $p \equiv 1,3(\bmod 8)$. If $\varphi$ and $\chi_{4}$ are multiplicative characters of $\mathbb{F}_{q}$ of order 2 and 4 , respectively and $\varepsilon$ is the trivial multiplicative character, then

$$
\left.\begin{array}{rl}
\mathcal{K}_{4}\left(G_{R}(4)\right) & =\frac{q^{4 \beta+1}(q-1)}{2^{15} \cdot 3} \cdot\left[q^{2}-2 q(15 x+101)+304 x^{2}+(930-40 u) x+801\right. \\
& +120 u^{2}+12 q^{2}{ }_{3} F_{2}\binom{\chi_{4}, \chi_{4}, \overline{\chi_{4}} ; 1}{\varepsilon,}_{q}+30 q^{2}{ }_{3} F_{2}\left(\begin{array}{c}
\chi_{4}, \varphi, \varphi \\
\varepsilon, \\
\varepsilon
\end{array}, 1\right)_{q}
\end{array}\right] .
$$

Proof. All of the assertions follow directly from Theorem 2.5 and Corollaries $2.3,2.5$ and 2.7 from [10].

Remark 5. By taking $R=\mathbb{Z}_{p^{\alpha}}$ in item (a) of Theorem 4.1, we have that $\beta=\alpha-1$ and $q=p$ prime, in this case we have that

$$
\begin{equation*}
\mathcal{K}_{4}\left(G_{\mathbb{Z}_{p^{\alpha}}}(2)\right)=\frac{p^{4 \alpha-3}(p-1)\left((p-9)^{2}-16 y^{2}\right)}{2^{9} \cdot 3}, \tag{24}
\end{equation*}
$$

where $y$ is as in the hypothesis. On the other hand, in [6] the authors showed that

$$
\mathcal{K}_{4}\left(G_{\mathbb{Z}_{p^{\alpha}}}(2)\right)=\frac{p^{2 \alpha-1}(p-1)\left(p^{2 \alpha-2}\left((p-9)^{2}-2 p\right)+J(\psi, \varphi)^{2}+{\overline{J(\psi, \varphi)^{2}}}^{2}\right)}{2^{9} \cdot 3},
$$

where $J(\psi, \varphi)=\sum_{a \in \mathbb{Z}_{p^{\alpha}}} \psi(a) \varphi(1-a)$ is the Jacobi sum of $\psi$ and $\varphi$, with $\psi$ and $\varphi$ Dirichlet characters modulo $p^{\alpha}$ of order 4 and 2 , respectively. Thus, by the above equalitties we can obtain that

$$
J(\psi, \varphi)^{2}+\overline{J(\psi, \varphi)}^{2}=2 p^{2 \alpha-2}\left(p-8 y^{2}\right)
$$

This formula was found very recently in [7] from other identity.
As in Theorems 3.2 and 3.5, we obtain the following.
Theorem 4.2. If $p$ is a prime with $p \equiv 1(\bmod 4)$ then the number of cliques $\mathcal{K}_{4}\left(\Gamma\left(2, p^{\ell}\right)\right)$ is determined by $\mathcal{K}_{4}(\Gamma(2, p))$ for every $\ell \in \mathbb{N}$. Moreover, $\mathcal{K}_{4}\left(\Gamma\left(2, p^{\ell}\right)\right)$ is given by

$$
\mathcal{K}_{4}\left(\Gamma\left(2, p^{\ell}\right)\right)=\frac{p^{\ell}\left(p^{\ell}-1\right)\left(\left(p^{\ell}-9\right)^{2}-16 f_{\ell}^{2}\right)}{2^{9} \cdot 3},
$$

with

$$
\begin{equation*}
f_{\ell}=-\frac{i}{4}\left(e_{1}+2 f_{1} i\right)^{\ell}+\frac{i}{4}\left(e_{1}-2 f_{1} i\right)^{\ell}=\frac{1}{2} \operatorname{Im}\left(e_{1}+2 f_{1} i\right)^{\ell} \tag{25}
\end{equation*}
$$

where $e_{1}$ and $f_{1}$ are integral solutions of $p=X^{2}+4 Y^{2}$ with $e_{1} \equiv 1(\bmod 4)$ and $\left(e_{1}, p\right)=1$.

Proof. It is well known that the equation $p=X^{2}+4 Y^{2}$ with $p \equiv 1(\bmod 4)$ always has a solution $(x, y)$ satisfying $(x, p)=1$. Let $e_{1}, f_{1}$ be the solution of the above equation with $e_{1} \equiv 1(\bmod 4)$ and $\left(e_{1}, p\right)=1$. Notice that if we take $z_{x, y}=x+2 i y$, then $p=\left\|z_{e_{1}, f_{1}}\right\|^{2}$, so we have that

$$
p^{\ell}=\left\|z_{e_{1}, f_{1}}^{\ell}\right\|^{2} .
$$

As in the proof of Theorem 3.5, we can put $z_{e_{1}, f_{1}}^{\ell}=: z_{e_{\ell}, f_{\ell}}$, where $e_{\ell}, f_{\ell}$ are defined recursively as follows

$$
\begin{equation*}
e_{\ell+1}=e_{1} e_{\ell}-4 f_{1} f_{\ell} \quad \text { and } \quad f_{\ell+1}=e_{1} f_{\ell}+f_{1} e_{\ell} . \tag{26}
\end{equation*}
$$

Both sequences $\left\{e_{\ell}\right\}_{\ell \in \mathbb{N}}$ and $\left\{f_{\ell}\right\}_{\ell \in \mathbb{N}}$ also satisfy the recursion

$$
\begin{equation*}
r_{\ell+1}=2 e_{1} r_{\ell}-p \cdot r_{\ell-1} \quad \text { for } \ell \geq 2 . \tag{27}
\end{equation*}
$$

That is

$$
e_{\ell+1}=2 e_{1} e_{\ell}-p \cdot e_{\ell-1} \quad \text { and } \quad f_{\ell+1}=2 e_{1} f_{\ell}-p \cdot f_{\ell-1} \quad \text { for } \ell \geq 2
$$

By the proof of Theorem 3.5, we have that $\left(e_{\ell}, p\right)=1$ and $e_{\ell} \equiv 1(\bmod 4)$.
In order to prove that $\mathcal{K}_{4}\left(\Gamma\left(2, p^{\ell}\right)\right)$ is determined by $\mathcal{K}_{4}(\Gamma(2, p))$, notice that if $p \equiv 1(\bmod 4)$ then $p^{\ell} \equiv 1(\bmod 4)$ as well, so by Proposition 4.1, it is enough to put every $f_{\ell}$ in terms of $e_{1}$ and $f_{1}$ only. By solving the linear recurrence (27) and by recalling that $e_{2}=e_{1}^{2}-4 f_{1}^{2}$ and $f_{2}=2 e_{1} f_{1}$, we obtain that $f_{\ell}$ are as given in (25). Therefore, the value of $\mathcal{K}_{4}\left(\Gamma\left(2, p^{\ell}\right)\right)$ is determined by $\mathcal{K}_{4}(\Gamma(2, p))$, as asserted.

Example 4.3. Let $p=5$. Since $5=1^{2}+4 \cdot 1^{2}$, we take $e_{1}=1$ and $f_{1}=1$. The value of $\mathcal{K}_{4}\left(\Gamma\left(2,5^{\ell}\right)\right)$ is given by

$$
\mathcal{K}_{4}\left(\Gamma\left(2,5^{\ell}\right)\right)=\frac{5^{\ell}\left(5^{\ell}-1\right)\left(\left(5^{\ell}-9\right)^{2}-16 f_{\ell}^{2}\right)}{2^{9} \cdot 3}
$$

where $f_{\ell}$ is given by (19),

$$
f_{\ell}=-\frac{i}{4}(1+2 i)^{\ell}+\frac{i}{4}(1-2 i)^{\ell}=\frac{1}{2} \operatorname{Im}(1+2 i)^{\ell} .
$$

In Table 3 we give the values of $\mathcal{K}_{4}\left(\Gamma\left(2,5^{\ell}\right)\right)$ for the first five values of $\ell$.

Table 3. Values of $\mathcal{K}_{4}\left(\Gamma\left(2,5^{\ell}\right)\right)$.

| $\ell$ | $f_{\ell}$ | Values of $\mathcal{K}_{4}\left(\Gamma\left(2,5^{\ell}\right)\right)$ |
| :---: | :---: | :---: |
| 1 | 1 | 0 |
| 2 | 2 | 75 |
| 3 | 1 | 135625 |
| 4 | 22 | 283140000 |
| 5 | -19 | 61674593750 |
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