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Abstract

Let S be a finite set of positive integers. A mixed hypergraph H is a one-
realization of S if its feasible set is S and each entry of its chromatic spectrum
is either 0 or 1. The minimum number of vertices, denoted by δ3(S), in a
3-uniform bi-hypergraph which is a one-realization of S was determined in
[P. Zhao, K. Diao and F. Lu, More result on the smallest one-realization of

a given set, Graphs Combin. 32 (2016) 835–850]. In this paper, we consider
the minimum number of edges in a 3-uniform bi-hypergraph which already
has the minimum number of vertices with respect of being a minimum bi-
hypergraph that is one-realization of S. A tight lower bound on the number
of edges in a 3-uniform bi-hypergraph which is a one-realization of S with
δ3(S) vertices is given.

Keywords: mixed hypergraph, feasible set, chromatic spectrum, gap, one-
realization.
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1. Introduction

Coloring problems are among the most intensively studied combinatorial prob-
lems for both theoretical and practical reasons. The traditional coloring of graphs
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and hypergraphs requires that no edge is monochromatic; its dual problem, the
so-called co-coloring of hypergraphs, requires that no edge is polychromatic (rain-
bow). Voloshin [19] combined both types of hypergraph colorings and introduced
the concept of mixed hypergraph. A mixed hypergraph on a finite set X is a
triple H = (X, C,D), where C and D are families of subsets of X. The members
of C and D are called C-edges and D-edges, respectively. The distinction between
the two types of edges lies on the requirement in colorings. In a proper k-coloring
ϕ : X → {1, 2, . . . , k} of H, each C-edge has two vertices with a Common color,
and each D-edge has two vertices colored Distinctly. A strict k-coloring of H is
a proper coloring using exactly k colors. The set

Φ(H) := {k | H has a strict k-coloring}

is termed the feasible set of H. Each proper k-coloring ϕ of H induces a feasible

partition X1 ∪X2 ∪ · · · ∪Xk = X, where the partition classes are the monochro-
matic subsets of X under ϕ, we denote by X = {X1, X2, . . . , Xk}. For each
k ∈ Φ(H), let rk denote the number of feasible partitions of X into k nonempty
classes. The vector R(H) = (r1, r2, . . . , rχ) is called the chromatic spectrum of H,
where χ is the maximum number in Φ(H). That is ri > 0 if i ∈ Φ(H), otherwise
ri = 0.

The intersection of the two families of edges may not be empty. The members
in C ∩D are called bi-edges, and a mixed hypergraph with only bi-edges is called
a bi-hypergraph, denoted by H = (X,B), where B is the set of bi-edges. A sub-
hypergraph H′ = (X ′, C′,D′) of H is called a partial sub-hypergraph (or spanning
sub-hypergraph) of H if X ′ = X, and H′ is called an induced sub-hypergraph of H
on X ′, denoted by H[X ′], if C′ = {C ∈ C|C ⊆ X ′} and D′ = {D ∈ D|D ⊆ X ′}.
A mixed hypergraph is r-uniform if |C| = |D| = r for every C ∈ C and D ∈ D.
Two mixed hypergraphs H1 = (X1, C1,D1) and H2 = (X2, C2,D2) are isomorphic

if there exists a bijection φ from X1 to X2 that preserve the incidence between
vertices and edges and maps each C-edge of C1 onto a C-edge of C2 and maps each
D-edge of D1 onto a D-edge of D2, and vice versa. The mixed hypergraph coloring
has attracted a lot of attentions as witnessed by enormous number of papers on
the subject, e.g., [2–4, 6–10, 15] and is widely applied in practice, e.g., [13, 16].
For more information, see [20] and the regularly updated website [21].

The concept of a mixed hypergraph coloring has led to the discovery of new
principal properties of colorings that do not exist in classical graph and hyper-
graph colorings. Mixed hypergraphs may admit no proper colorings. A mixed
hypergraph is colorable if it has proper colorings, otherwise, it is uncolorable.
One of the surprising properties of mixed hypergraphs is that the chromatic
spectrum may have gaps. Let H be a colorable mixed hypergraph. A gap in the
chromatic spectrum of H, or a gap of Φ(H), is an integer k /∈ Φ(H) such that
min(Φ(H)) < k < max(Φ(H)). If Φ(H) has no gaps, then the spectrum or the
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feasible set is termed continuous or gap-free; otherwise it is said to be broken.
Let S be a finite set of positive integers. We say that a mixed hypergraph H
is a realization of S if Φ(H) = S. A mixed hypergraph H is a one-realization

of S if it is a realization of S and each entry of the chromatic spectrum of H is
either 0 or 1. Bacsó et al. [1] discussed the properties of uniform bi-hypergraphs
H which are one-realizations of S when |S| = 1 and min(S) ≥ 2, in this case
we also say that H is uniquely colorable. Jiang et al. [14] proved that S is the
feasible set of some mixed hypergraph if and only if 1 /∈ S or S is an interval
containing 1, and Král [17] strengthened this result by showing that prescribing
any positive integer rk, there exists a mixed hypergraph which has precisely rk
strict k-colorings for all k ∈ S. Bujtás and Tuza [5] focused on the feasible set
of uniform mixed hypergraphs and proved that for every integer r ≥ 3, S is the
feasible set of an r-uniform mixed hypergraph H = (X, C,D) with |C| + |D| ≥ 1
if and only if (i) min(S) ≥ r, or (ii) 2 ≤ min(S) ≤ r − 1 and S contains all
integers between min(S) and r − 1, or (iii) min(S) = 1 and S = {1, . . . , χ} for
some natural number χ ≥ 1. Zhao et al. [24] strengthened this result by showing
that prescribing any positive integer rk, there exists a 3-uniform bi-hypergraph
which has precisely rk strict k-colorings for all k ∈ S.

Naturally, it is required to determine the minimum number of vertices or
edges in a realization or one-realization of S. It is readily seen that if 1 ∈ Φ(H),
then H has no D-edges. Let min(S) ≥ 2. It has made a lot of progress in
determining the minimum number of vertices of realizations or one-realizations
of S. Kündgen et al. [18] initiated this problem and found a one-realization
of {2, 4} on 6 vertices for planar hypergraphs. Jiang et al. [14] determined the
minimum number of vertices of realizations of S when |S| = 2 and max(S)−1 /∈ S.
Král [17] gave an upper bound on the minimum number of vertices in a mixed
hypergraph which is a one-realization of S, and Zhao et al. [25] determined this
minimum number. Denoted by δ3(S) the minimum number of vertices in a 3-
uniform bi-hypergraph which is a one-realization of S. Zhao et al. [24] obtained
an upper bound on δ3(S), and Zhao et al. [22] proved the following result.

Theorem 1 (Zhao et al. [22]). Suppose S is a finite set of positive integers with

|S| ≥ 3 and min(S) ≥ 3. Then

δ3(S) =

{
2max(S), if max(S)− 1 /∈ S,
2max(S)− 1, if max(S)− 1 ∈ S.

Furthermore, Diao et al. [11] generalized this result to r-uniform bi-hyper-
graphs for any r ≥ 3 and determined the minimum number of vertices of r-
uniform bi-hypergraphs which are one-realizations of S.

For the minimum number of edges of one-realizations of S, Diao et al. [12]
determined the minimum number of C-edges and the minimum number of D-
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edges of one-realizations of S; Zhao et al. [23] gave a tight lower bound on the
number of edges of 3-uniform bi-hypergraphs which are one-realizations of S.

Theorem 2 (Zhao et al. [23]). Suppose S is a finite set of positive integers with

|S| ≥ 3 and min(S) ≥ 3. Then we have

|B| ≥

{
max(S)[max(S)−1]

2 , if max(S)− 1 /∈ S,
max(S)[max(S)−1]

2 − 1, if max(S)− 1 ∈ S,

holds for every 3-uniform bi-hypergraph H = (X,B) which is a one-realization

of S.

Denote by F the set of all the 3-uniform bi-hypergraphs H = (X,B) which
have δ3(S) vertices and are one-realizations of S. In this paper, we focus on the
minimum number of edges of all the 3-uniform bi-hypergraphs in F and get the
following result.

Theorem 3. Suppose S is a finite set of positive integers with |S| ≥ 3 and

min(S) ≥ 3. Then

|B| ≥

{
max(S)[max(S)−1]

2 + 3, if max(S)− 1 /∈ S,
max(S)[max(S)−1]

2 + 2, if max(S)− 1 ∈ S,

holds for every 3-uniform bi-hypergraph H = (X,B) ∈ F . Moreover, this lower

bound is tight.

In the following, we always assume that s ≥ 3 is an integer, S = {n1, n2, . . . ,
ns} is a finite set of integers with n1 > n2 > · · · > ns ≥ 3. [n] is the set {1, 2,
. . . , n}. The lower bound in Theorem 3 will be gotten in Section 2. And we
will show that the bound is tight in Section 3, by constructing two families of
3-uniform bi-hypergraphs which are one-realizations of S with δ3(S) vertices and
meet the lower bound in each case.

2. The Lower Bound

In this section we shall show that the number given in Theorem 3 is a lower
bound on the number of edges of all the 3-uniform bi-hypergraphs in F .

Theorem 4. Let H = (X,B) ∈ F . Then

|B| ≥

{
n1(n1−1)

2 + 3, if n1 − 1 /∈ S,
n1(n1−1)

2 + 2, if n1 − 1 ∈ S.
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Proof. Let

δ =

{
n1(n1−1)

2 , if n1 − 1 /∈ S,
n1(n−1−1)

2 − 1, if n1 − 1 ∈ S.

By Theorem 1, we have 2n1 − 1 ≤ |X| ≤ 2n1. Let c = {C1, C2, . . . , Cn1
} be

a strict n1-coloring of H with |C1| ≥ |C2| ≥ · · · ≥ |Cn1
| ≥ 1. By Theorem 2, we

have that |B| ≥ δ. More exactly, there is at least one edge between each pair of
the n1 color classes if n1 − 1 /∈ S, or there is at most one pair of the color classes
between which there are no edges otherwise.

In the following, we shall show that there exist three color classes, say Cp, Cq

and Ct, such that each one of the three induced subhypergraphs H[C1 ∪ Cp],
H[C1∪Cp] and H[C1∪Cp] has at least two edges, which implies that |B| ≥ δ+3.

We first focus on the orders of the n1 color classes. Assume that |Cn1−2| = 1.
Then {C1, C2, . . . , Cn1−2, Cn1−1 ∪ Cn1

} and
{
C1, C2, . . . , Cn1−3, Cn1−2 ∪ Cn1−1,

Cn1

}
are two distinct strict (n1−1)-colorings, a contradiction to that H is a one-

realization of S. Hence, |Ci| ≥ 2, for every i ∈ [n1 − 2]. Assume that |C1| = 2.
Pick xi ∈ Ci, for every i ∈ [n1] and let C ′

1 = {xi | i ∈ [n1]}, C ′

2 = X \ C ′

1.
Then {C ′

1, C
′

2} is a strict 2-coloring of H, a contradiction to that ns ≥ 3. Hence,
|C1| > 2. Then the fact that 2n1 − 1 ≤ |X| ≤ 2n1 implies that |C1| = 3, |Ci| = 2,
i ∈ [n1 − 2] \ {1} and |Cn1

| = 1. Write C1 = {x1, y1, z1}, Ci = {xi, yi}, i ∈
[n1 − 2] \ {1} and xn1−1 ∈ Cn1−1, Cn1

= {xn1
}. Then {x1, y1, z1} /∈ B.

We then focus on the edges between C1 and the other color classes. We first
claim that there exists an edge in B, say B1, such that C1 ∩ B1 = {x1, y1}.
Suppose for a contradiction that |{x1, y1} ∩ B| ≤ 1, for every B ∈ B. Let
C ′

1 = {xi, y1 | i ∈ [n1]} and C ′

2 = X \ C ′

1. Then {C ′

1, C
′

2} is a strict 2-coloring
of H, a contradiction. Hence, our claim is valid. Similarly, there exist two
edges in B, say B2 and B3, such that C1 ∩ B2 = {x1, z1}, C1 ∩ B3 = {y1, z1}.
We then claim that there exists an integer in [n1 − 1] \ {1}, say p, such that
{xp, x1, y1}, {yp, x1, y1} ∈ B. Suppose for a contradiction that {xk, x1, y1} /∈ B or
{yk, x1, y1} /∈ B, for every k ∈ [n1 − 1] \ {1}. Write C ′′

1 = {x1, y1} ∪ {xi, yj | 2 ≤
i, j ≤ n1−1∧{xi, x1, y1} /∈ B, {xj , x1, y1} ∈ B}, C ′′

2 = X \C ′′

1 . Then {C ′′

1 , C
′′

2} is a
strict 2-coloring of H, a contradiction. Hence, our claim is valid. Similarly, there
exist two integers in [n1−1]\{1}, say q and t, such that {xq, x1, z1}, {yq, x1, z1} ∈
B and {xt, y1, z1}, {yt, y1, z1} ∈ B. The desired result follows.

3. The Bi-Hypergraphs Which Meet the Lower Bound

In this section we shall construct the 3-uniform bi-hypergraphs which are one-
realizations of S with δ3(S) vertices and meet the lower bound.
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3.1. The case of n1 − 1 /∈ S

Construction I. Suppose s ≥ 3 and ns, ni − ni+1 ≥ 56, i ∈ [s− 1]. Set

l1 = n1 − n2 − 4, ls = ns − 2, li = ni − ni+1 − 1, 2 ≤ i ≤ s− 1,

Ms = {1, 2, . . . , ls}, Mi = {0, 1, . . . , li}, i ∈ [s− 1],

Xs = {xts, y
t
s | t ∈ Ms}, where xts = (t, . . . , t

︸ ︷︷ ︸

s

, 1), yts = (t, . . . , t, 0),

Ys = {xns−1, yns−1, zns−1} where xns−1 = (ns − 1, . . . , ns − 1
︸ ︷︷ ︸

s

, 1),

yns−1 = (ns − 1, . . . , ns − 1, 0), zns−1 = (ns − 1, . . . , ns − 1, 2),

Xi = {xti, y
t
i | t ∈ Mi}, i ∈ [s− 1], where

xti = (ni+1 + t, . . . , ni+1 + t, ni+1, . . . , ns, 1),

yti = (ni+1 + t, . . . , ni+1 + t
︸ ︷︷ ︸

i

, 1, . . . , 1
︸ ︷︷ ︸

s−i

, 0),

X0 = {xn1
, xn1−h, yn1−h | h = 1, 2, 3}, where xn1

= (n1, n2, . . . , ns, 1),

xn1−h = (n1 − h, n2, . . . , ns, 1), yn1−h = (n1 − h, 4− h, . . . , 4− h, 0),

Xn1,...,ns
=

(
s⋃

i=0

Xi

)

∪ Ys and

Bi = {{xpi , x
t
i, y

t
i} | p, t ∈ Mi, p < t, p+ t ≡ 0 (mod 2)}

∪ {{yqi , x
t
i, y

t
i} | q, t ∈ Mi, q > t, q + t ≡ 1 (mod 2)}, i ∈ [s],

Bkj = {{xtk, x
p
j , y

p
j }, {y

t
k, x

q
j , y

q
j} | t ∈ Mk, 0 ≤ p ≤ 3, 4 ≤ q ≤ lj},

1 ≤ k < j ≤ s− 1,

Bks = {{xtk, x
p
s, y

p
s}, {y

t
k, x

q
s, y

q
s} | t ∈ Mk, p ∈ [4], 5 ≤ q ≤ ls}, k ∈ [s− 1],

Es = {{xns−1, x
t
s, y

t
s} | t = 1, 2, 3, ls − 2, ls − 1, ls}

∪ {{yns−1, x
t
s, y

t
s} | t = 4, 5, 6, ls − 5, ls − 4, ls − 3},

∪ {{x7s, xns−1, yns−1}, {y
7
s , xns−1, yns−1}, {y

8
s , xns−1, yns−1}}

∪ {{x9s, yns−1, zns−1}, {y
9
s , yns−1, zns−1}, {y

10
s , yns−1, zns−1}}

∪ {{x11s , xns−1, zns−1}, {y
11
s , xns−1, zns−1}, {y

12
s , xns−1, zns−1}}

∪ {{zns−1, x
t
s, y

t
s} | 13 ≤ t ≤ ls − 6},

B0 = {{xn1−3, x
p
i , y

p
i }, {yn1−3, x

q
i , y

q
i } | i ∈ [s− 1], 0 ≤ p ≤ 3, 4 ≤ q ≤ li}

∪ {{xn1−3, x
p
s, y

p
s}, {yn1−3, x

q
s, y

q
s} | p ∈ [4], 5 ≤ q ≤ ls}

∪ {{xn1−h, x
t
i, y

t
i} | h = 0, 1, 2, i ∈ [s], t ∈ Mi}

∪ {{xn1
, xn1−h, yn1−h} | h ∈ [3]}

∪ {{xn1−h, xns−1, yns−1}, {x
t
k, xns−1, yns−1} | 0 ≤ h ≤ 3,

k ∈ [s− 1], t ∈ Mk}
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∪ {{xn1−1, xn1−2, yn1−2}, {xn1−2, xn1−3, yn1−3}, {xn1−3, xn1−1, yn1−1}}

∪ {{y1s , xn1−3, yn1−3}, {y
2
s , xn1−2, yn1−2}}

∪ {{y3s , xn1−1, yn1−1}, {y
4
1, xn1−3, yn1−3}},

E =
{
{yn1−3, x

4
1, y

4
1}, {xn1−3, x

1
s, y

1
s}, {xn1−2, x

2
s, y

2
s}, {xn1−1, x

3
s, y

3
s}
}
,

Bn1,...,ns
=





(
s⋃

i=0

Bi

)

∪

(
s−1⋃

k=1

s⋃

j=k+1

Bkj

)

∪ Es



 \ E .

Then Hn1,...,ns
= (Xn1,...,ns

,Bn1,...,ns
) is a 3-uniform bi-hypergraph with 2n1 ver-

tices and n1(n1−1)
2 + 3 edges.

Clearly, for each i ∈ [s],

ci =
{
Xi1, Xi2, . . . , Xini

}

is a strict ni-coloring of Hn1,...,ns
, where Xij is the subset of Xn1,...,ns

that consists
of the vertices whose i-th entry is j. Then we shall prove that Hn1,...,ns

has no
other strict colorings except c1, c2, . . . , cs. That is to say, Hn1,...,ns

is a one-
realization of S.

For a strict coloring c of a mixed hypergraph H = (X, C,D), we denote by
c(x) the color of the vertex x ∈ X under c, and denote by c(Y ) the set of the
colors on Y ⊆ X under c. In the rest of this subsection, we always assume
that c = {C1, C2, . . . , Cm} is a strict coloring of Hn1,...,ns

with c(xn1
) = d. Note

that for each i ∈ [s] and t ∈ Mi, since {xn1
, xti, y

t
i} is an edge, we have that

d ∈ {c(xti), c(y
t
i)} if c(xti) 6= c(yti), or d 6= c(xti)(= c(yti)) otherwise.

Note that the construction of Bi, for every i ∈ [ls] ∪ {0}, Bkj , for every
1 ≤ k < j ≤ s − 1, or Bks, for every k ∈ [s − 2] here is the same as the
construction of Bi, for every i ∈ [ls] ∪ {0}, Bkj , for every 1 ≤ k < j ≤ s − 1, or
Bks, for every k ∈ [s − 2] in Construction I in [23], respectively. Hence, we have
the following results.

Lemma 5 (Zhao et al. [23]). Suppose i ∈ [s] and c(xvi ) 6= c(yvi ) for some v ∈ Mi.

Then there exists at most one integer in Mi, say p, such that c(xpi ) = c(ypi ).

Lemma 6 (Zhao et al. [23]). Suppose c(xks) = c(yks ) = k, for every k ∈ [ls]. Then
one of the following conditions holds.

(1) c(xt1) = c(yt1), for every t ∈ M1, c(xn1−h) = c(yn1−h), for every h ∈ [3], or

(2) c(xt1) = c(xn1−h) = d, c(yn1−3) = c(yt1) = 1, for every h ∈ [3] ∧ t ∈ M1;

c(yn1−2) = 2, c(yn1−1) = 3.

Lemma 7 (Zhao et al. [23]). Suppose c(xks) = c(yks ) = k, k ∈ [ls]. If c(xvi ) 6=
c(yvi ) for some i ∈ [s − 1] \ {1} ∧ v ∈ Mi, then c(xtj) = d, c(ytj) = 1, for every

j ∈ [i] ∧ t ∈ Mj.
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Lemma 8. We may reorder the color classes such that c(xks) = c(yks ) = k,
k ∈ [ls], and c(xns−1) = c(yns−1) = c(zns−1) = ns − 1.

Proof. By Lemma 5 we have the following three possible cases.

Case 1. c(xks) = c(yks ), k ∈ [ls]. Pick integers p, q ∈ [ls] such that p < q.
Then {xps, x

q
s, y

q
s} is an edge if p + q ≡ 0 (mod 2), or {yqs , x

p
s, y

p
s} is an edge if

p + q ≡ 1 (mod 2), which implies that c(xps) 6= c(xqs). Hence, we may reorder
the color classes such that c(xks) = c(yks ) = k, k ∈ [ls]. Then d /∈ [ls]. We focus
on the colors of the vertices xns−1, yns−1 and zns−1. If c(xns−1) 6= c(yns−1), then
{c(xns−1), c(yns−1)} = {7, d} since {y7s , xns−1, yns−1} and {xn1

, xns−1, yns−1} are
edges, which implies that the edge {y8s , xns−1, yns−1} is polychromatic, a contra-
diction. Hence, c(xns−1) = c(yns−1). If c(xns−1) 6= c(zns−1), then {c(xns−1),
c(zns−1)} = {11, 12} since {y11s , xns−1, zns−1} and {y12s , xns−1, zns−1} are edges,
which implies that the edge {y9s , yns−1, zns−1} is polychromatic, a contradic-
tion. Therefore, c(xns−1) = c(zns−1). Then from the edges in Es, one gets that
c(xns−1), c(yns−1), c(zns−1) /∈ [ls]. Hence, we may reorder the color classes such
that c(xns−1) = c(yns−1) = c(zns−1) = ns − 1, as desired.

Case 2. c(xks) 6= c(yks ), for every k ∈ [ls]. Suppose {c(x1s), c(y
1
s)} = {1, d}.

There are the following two possible subcases.

Subcase 2.1. {c(xks), c(y
k
s )} = {1, d}, for every k ∈ [ls]. From the edges

{xns−1, x
1
s, y

1
s}, {yns−1, x

4
s, y

4
s} and {zns−1, x

13
s , y13s }, we have xns−1, yns−1, zns−1 ∈

C1 ∪ Cd. Then at least two of the three vertices xns−1, yns−1 and zns−1 have
the same color. If c(xns−1) = c(yns−1), then the edge {x7s, xns−1, yns−1} or
{y7s , xns−1, yns−1} is monochromatic, a contradiction; if c(xns−1) = c(zns−1), then
the edge {x11s , xns−1, zns−1} or {y11s , xns−1, zns−1} is monochromatic, a contradic-
tion; if c(yns−1) = c(zns−1), then the edge {x9s, yns−1, zns−1} or {y9s , yns−1, zns−1}
is monochromatic, also a contradiction.

Subcase 2.2. {c(xvs), c(y
v
s )} 6= {1, d} for some v ∈ [ls] \ {1}. Write T =

{t ∈ [ls] | {c(xts), c(y
t
s)} 6= {1, d}}, p = min(T ) and {c(xps), c(y

p
s)} = {b, d},

where b 6= 1. Then {c(xks), c(y
k
s )} = {1, d}, for every k ∈ [p − 1]. The edge

{yps , x
p−1
s , yp−1

s } implies that c(xps) = b, c(yps) = d. For each integer k ∈ {p +
2, . . . , ls} such that k + p ≡ 0 (mod 2), c(xks) = b, c(yks ) = d since {xps, xks , y

k
s}

and {yks , x
p−1
s , yp−1

s } are edges. For each integer k ∈ [p − 1] such that k + p ≡ 0
(mod 2), the edge {xks , x

p
s, y

p
s} implies that c(xks) = d, c(yks ) = 1. The edges

{xns−1, x
1
s, y

1
s}, {xns−1, x

ls
s , y

ls
s } and {xns−1, x

ls−1
s , yls−1

s } imply that c(xns−1) = d.
Assume that p ≥ ls − 2. The edges {yns−1, x

4
s, y

4
s} and {xn1

, xns−1, yns−1} imply
that c(yns−1) = 1. From the edge {zns−1, x

13
s , y13s }, one gets zns−1 ∈ C1 ∪ Cd. If

c(zns−1) = 1, then the edge {x9s, yns−1, zns−1} or {y9s , yns−1, zns−1} is monochro-
matic, a contradiction; if c(zns−1) = d, then the edge {x11s , xns−1, zns−1} or
{y11s , xns−1, zns−1} is monochromatic, also a contradiction. Assume that 5 ≤
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p ≤ ls − 3. Then c(yns−1) = d since {yns−1, x
4
s, y

4
s}, {yns−1, x

ls−3
s , yls−3

s } and
{yns−1, x

ls−4
s , yls−4

s } are edges, which implies that the edge {xn1
, xns−1, yns−1}

is monochromatic, a contradiction. Assume that 2 ≤ p ≤ 4. From the edges
{x11, x

1
s, y

1
s}, {x

1
1, x

p
s, y

p
s} and {y11, x

p+4
s , yp+4

s }, we have c(x11) = d, c(y11) = b. For
each integer k ∈ {5, . . . , ls}, the edge {y11, x

k
s , y

k
s} implies that {c(xks), c(y

k
s )} =

{b, d}. Since {yns−1, x
5
s, y

5
s} and {xn1

, xns−1, yns−1} are edges, c(yns−1) = b. From
the edges {x9s, yns−1, zns−1}, {y

9
s , yns−1, zns−1}, we have c(zns−1) = d, which im-

plies that the edge {x11s , xns−1, zns−1} or {y11s , xns−1, zns−1} is monochromatic,
a contradiction.

Case 3. There exists an integer in [ls], say p, such that c(xps) = c(yps) and
c(xts) 6= c(yts), for every t ∈ [ls] \ {p}.

Suppose a = c(xps) = c(yps). If p > 1, then the edge {yps , xks , y
k
s} implies

that {c(xks), c(y
k
s )} = {a, d} for each integer k ∈ [p − 1] such that k + p ≡

1 (mod 2). Moreover, if p ≤ ls − 2, then the edge {xps, xks , y
k
s} implies that

{c(xks), c(y
k
s )} = {a, d} for each integer k ∈ {p + 1, . . . , ls} such that k + p ≡ 0

(mod 2). Suppose |c(Xs)| = 2. Then from the edges in Es, one gets that
c(xns−1), c(yns−1), c(zns−1) ∈ {a, d}. Similarly to Subcase 2.1, we may have con-
tradictions. Suppose |c(Xs)| ≥ 3. Then {c(xvs), c(y

v
s )} 6= {a, d} for some integer

v ∈ [ls] \ {p}. Write T = {t ∈ [ls] | {c(x
t
s), c(y

t
s)} 6= {a, d}}, q = min(T ) and

{b, d} = {c(xqs), c(y
q
s)}, where b 6= a. There are the following two possible sub-

cases.

Case 3.1. q ∈ [p − 1]. Then q + p ≡ 0 (mod 2) and {c(xq+1
s ), c(yq+1

s )} =
{a, d}. From the edges {yq+1

s , xqs, y
q
s} and {yps , x

q+1
s , yq+1

s }, we have c(xq+1
s ) = a,

c(yq+1
s ) = d. For each integer k ∈ {q + 3, . . . , ls} such that k + q ≡ 1 (mod 2),

c(xks) = a, c(yks ) = d since {xq+1
s , xks , y

k
s} and {yks , x

q
s, y

q
s} are edges. Suppose

q = 1. Then c(xks) = a, c(yks ) = d for each even integer k ∈ [ls]. Assume that p ≥
5. From the edges {x11, x

1
s, y

1
s}, {x

1
1, x

2
s, y

2
s} and {y11, x

p
s, y

p
s}, {y11, x

6
s, y

6
s}, we have

c(x11) = c(y11) = d, which implies that the edge {xn1
, x11, y

1
1} is monochromatic, a

contradiction. Assume that p = 3. Then {c(xks), c(y
k
s )} = {a, d} for each odd in-

teger k ∈ {5, . . . , ls}. Since {xns−1, x
2
s, y

2
s}, {xns−1, x

3
s, y

3
s} and {yns−1, x

5
s, y

5
s},

{xn1
, xns−1, yns−1} are edges, c(xns−1) = d, c(yns−1) = a. From the edge

{zns−1, x
13
s , y13s }, we have c(zns−1) ∈ {a, d}. Then the edge {x9s, yns−1, zns−1}

or {y9s , yns−1, zns−1} is monochromatic if c(zns−1) = a, a contradiction; the edge
{x11s , xns−1, zns−1} or {y11s , xns−1, zns−1} is monochromatic if c(zns−1) = d, also a
contradiction. Suppose q > 1. From the edge {yqs , x

q−1
s , yq−1

s }, we have c(xqs) = b,
c(yqs) = d. For each integer k ∈ {q + 2, . . . , ls} such that k + q ≡ 0 (mod 2),
from the edges {xqs, xks , y

k
s} and {yks , x

k−1
s , yk−1

s }, we have c(xks) = b, c(yks ) = d.
Assume that p ≤ ls − 2. Then the edge {xps, x

p+2
s , yp+2

s } is polychromatic, a
contradiction. Assume that p ≥ ls − 1. If q ≤ 4, then c(x11) = c(y11) = d
since {x11, x

q
s, y

q
s}, {x11, x

q−1
s , yq−1

s } and {y11, x
p
s, y

p
s}, {y11, x

p−1
s , yp−1

s } are edges,
which implies that the edge {xn1

, x11, y
1
1} is monochromatic, a contradiction. If
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5 ≤ q ≤ ls − 3, then c(xns−1) = c(yns−1) = d since {xns−1, x
ls−h
s , yls−h

s }, h =
0, 1, 2 and {yns−1, x

ls−h
s , yls−h

s }, h = 3, 4, 5 are edges, which implies that the edge
{xn1

, xns−1, yns−1} is monochromatic, a contradiction. Let q = ls − 2. Then p =
ls. From the edges {xns−1, x

ls
s , y

ls
s }, {xns−1, x

ls−1
s , yls−1

s } and {yns−1, x
ls−3
s , yls−3

s },
we have c(xns−1)=d, c(yns−1)=a. Since {x9s, yns−1, zns−1} and {y9s , yns−1, zns−1}
are edges, one gets c(zns−1) = d, which implies that the edge {x11s , xns−1, zns−1}
or {y11s , xns−1, zns−1} is monochromatic, a contradiction.

Case 3.2. q > p. Then q + p ≡ 1 (mod 2). Moreover, {c(xks), c(y
k
s )} = {a, d}

for each integer k ∈ [q−1]\{p}. If q > p+1, then c(xp+1
s ) = a, c(yp+1

s ) = d since
{yp+1

s , xps, y
p
s} is an edge, which implies that the edge {xp+1

s , xqs, y
q
s} is polychro-

matic, a contradiction. Hence, q = p+1. For each integer k ∈ {p+2, . . . , ls} such
that k+p ≡ 0 (mod 2), the edges {xps, xks , y

k
s} and {yks , x

q
s, y

q
s} imply that c(xks) =

a, c(yks ) = d. Suppose p = 1. The edges {xns−1, x
1
s, y

1
s} and {xns−1, x

3
s, y

3
s} im-

ply that c(xns−1) = d. From the edges {yns−1, x
5
s, y

5
s} and {xn1

, xns−1, yns−1},
we have c(yns−1) = a. Since {x9s, yns−1, zns−1} and {y9s , yns−1, zns−1} are edges,
c(zns−1) = d, which implies that the edge {y11s , xns−1, zns−1} is monochromatic,
a contradiction. Suppose p > 1. The edge {xks , x

q
s, y

q
s} implies that c(xks) = d,

c(yks ) = a for each integer k ∈ [p − 1] such that k + p ≡ 1 (mod 2). For each
integer k ∈ [p − 1] such that k + p ≡ 0 (mod 2), from the edges {xks , x

p
s, y

p
s}

and {yp−1
s , xks , y

k
s}, we have c(xks) = d, c(yks ) = a. Assume that c(xqs) = b

and c(yqs) = d. Then for each integer k ∈ {q + 1, . . . , ls} such that k + q ≡
0 (mod 2), c(xks) = b, c(yks ) = d since {xqs, xks , y

k
s} and {yks , x

k−1
s , yk−1

s } are
edges. If p ≤ 4, then c(x11) = c(y11) = d since {x11, x

1
s, y

1
s}, {x11, x

p
s, y

p
s} and

{y11, x
ls
s , y

ls
s }, {y11, x

ls−1
s , yls−1

s } are edges, a contradiction. If 5 ≤ p ≤ ls − 3,
then c(xns−1) = c(yns−1) = d since {xns−1, x

ls
s , y

ls
s }, {xns−1, x

ls−1
s , yls−1

s } and
{yns−1, x

ls−3
s , yls−3

s }, {yns−1, x
ls−4
s , yls−4

s } are edges, a contradiction. Let p ≥
ls − 2. From the edges {xns−1, x

1
s, y

1
s} and {xns−1, x

p
s, y

p
s}, we have c(xns−1) = d.

Since {yns−1, x
4
s, y

4
s}, {xn1

, xns−1, yns−1} and {x11s , xns−1, zns−1}, {zns−1, x
13
s , y13s }

are edges, c(yns−1) = c(zns−1) = a, which implies that the edge {y9s , yns−1, zns−1}
is monochromatic, a contradiction. Assume that c(xqs) = d, c(yqs) = b. If p > 2,
then the edge {yqs , x

p−2
s , yp−2

s } is polychromatic, a contradiction. Let p = 2. From
the edges {xns−1, x

1
s, y

1
s}, {xns−1, x

2
s, y

2
s} and {yns−1, x

4
s, y

4
s}, we have c(xns−1) =

d, c(yns−1) = a. Since {yns−1, x
5
s, y

5
s} is an edge, {c(x5s), c(y

5
s)} = {a, d}. The edge

{y5s , x
2
s, y

2
s} implies that c(x5s) = a, c(y5s) = d. For each odd integer k ∈ {7, . . . , ls},

from the edges {x5s, x
k
s , y

k
s} and {yks , x

2
s, y

2
s}, we have c(xks) = a, c(yks ) = d. Then

c(zns−1) = a since {y11s , xns−1, zns−1}, {zns−1, x
13
s , y13s } are edges, which implies

that the edge {x9s, yns−1, zns−1} is monochromatic, a contradiction. The proof is
completed.

Theorem 9. Hn1,...,ns
is a one-realization of S.

Proof. Let c = {C1, C2, . . . , Cm} be a strict coloring of Hn1,...,ns
with c(xn1

) = d.
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By Lemma 8 we may reorder the color classes such that c(xks) = c(yks ) = k, for
every k ∈ [ls], c(xns−1) = c(yns−1) = c(zns−1) = ns − 1. Moreover, d /∈ [ns − 1].
We focus on the colors of the other vertices and have the following two possible
cases.

Case 1. c(xvj ) 6= c(yvj ) for some j ∈ [s − 1] \ {1} ∧ v ∈ Mj . Set M = {j ∈
[s − 1] \ {1} | c(xvj ) 6= c(yvj ) for some v ∈ Mj} and i = max(M). That is to say,
c(xth) = c(yth), for every h ∈ {i+ 1, . . . , s} ∧ t ∈ Mh. Pick h ∈ {i+ 1, . . . , s− 1}.
For any integers p, q ∈ Mh such that p < q, c(xph) 6= c(xqh) since {xph, x

q
h, y

q
h} or

{yqh, x
p
h, y

p
h} is an edge. For each j ∈ {h + 1, . . . , s}, t ∈ Mj and p ∈ Mh, since

{xph, x
t
j , y

t
j} or {yph, x

t
j , y

t
j} is an edge, c(xph) 6= c(xtj). The edge {xph, xns−1, yns−1}

implies that c(xph) 6= ns − 1 for each p ∈ Mh. Hence, we may reorder the color
classes such that c(xth) = c(yth) = nh+ t, for every h ∈ {i+1, . . . , s−1}∧ t ∈ Mh.
By Lemma 7 we have that c(xtk) = d, c(ytk) = 1, for every k ∈ [i] ∧ t ∈ Mk. By
Lemma 6 we have c(xn1−h) = d, for every h ∈ [3], and c(yn1−3) = 1, c(yn1−2) = 2,
c(yn1−1) = 3. Hence, c = ci+1.

Case 2. c(xti) = c(yti), for every i ∈ [s−1]\{1}∧t ∈ Mi. Then we may reorder
the color classes such that c(xti) = c(yti) = ni+ t, for every i ∈ {2, . . . , s− 1}∧ t ∈
Mi. Suppose c(x

0
1) = c(y01). By Lemma 6 we have c(xt1) = c(yt1), for every t ∈ M1,

and c(xn1−h) = c(yn1−h), h = 1, 2, 3, which implies that c = c1. Suppose c(x01) 6=
c(y01). By Lemma 6 we get that c(xn1−1) = c(xn1−2) = c(xn1−3) = c(xt1) = d,
c(yn1−3) = c(yt1) = 1, for every t ∈ M1, and c(yn1−2) = 2, c(yn1−1) = 3, which
implies that c = c2. The proof is completed.

3.2. The case of n1 − 1 ∈ S

Construction II. Let s ≥ 4, n2 = n1 − 1, ns, ni − ni+1 ≥ 56, i ∈ [s− 1] \ {1, 2}.
Set

M ′

i = Mi, l′i = li, i ∈ [s] \ {1, 2}, l′2 = n2 − n3 − 4,M ′

2 = {0, 1, . . . , l′2},

X ′

i = Xi, i ∈ [s] \ {1, 2}, Y ′

s = Ys,

X ′

2 = {xt2, y
t
2 | t ∈ M ′

2}, where

xt2 = (n3 + t, n3 + t, n3, . . . , ns, 1), yt2 = (n3 + t, n3 + t, 1, . . . , 1
︸ ︷︷ ︸

s−2

, 0),

X ′

0 = {xn2−h, yn2−h | h = 1, 2, 3} ∪ {xn2
, xn1

}, where

xn2−h = (n2 − h, n2 − h, n3, . . . , ns, 1),

yn2−h = (n2 − h, n2 − h, 4− h, . . . , 4− h, 0),

xn2
= (n2, n2, n3, . . . , ns, 1), xn1

= (n1, n2, . . . , ns, 1),

X ′ =

(
s⋃

i=2

X ′

i

)

∪X ′

0 ∪ Y ′

s ,
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B′

i = Bi, i ∈ [s] \ {1, 2}, B′

kj = Bkj , 2 ≤ k < j ≤ s, E ′

s = Es,

B′

0 = {{xn2−3, x
p
i , y

p
i }, {yn2−3, x

q
i , y

q
i } | i ∈ [s− 1]\{1}, 0 ≤ p ≤ 3, 4 ≤ q ≤ l′i}

∪ {{xn2−3, x
p
s, y

p
s}, {yn2−3, x

q
s, y

q
s} | p ∈ [4], 5 ≤ q ≤ l′s}

∪ {{xn2−h, x
t
i, y

t
i}, {xn1

, xti, y
t
i}, | 0 ≤ h ≤ 2, i ∈ [s] \ {1}, t ∈ M ′

i}

∪ {{xtk, xns−1, yns−1} | k ∈ [s− 1], t ∈ M ′

k}

∪ {{xn2−h, xns−1, yns−1}, {xn1
, xns−1, yns−1} | h = 0, 1, 2}

∪ {{xn2
, xn2−h, yn2−h}, {xn1

, xn2−h, yn2−h} | h = 1, 2, 3}

∪ {{xn2−1, xn2−2, yn2−2}, {xn2−2, xn2−3, yn2−3}, {xn2−3, xn2−1, yn2−1}}

∪ {{y1s , xn2−3, yn2−3}, {y
2
s , xn2−2, yn2−2},{y

3
s , xn2−1, yn2−1}, {y

4
2, xn2−3, yn2−3}},

E ′= {{yn2−3, x
4
2, y

4
2}, {xn2−3, x

1
s, y

1
s}, {xn2−2, x

2
s, y

2
s}, {xn2−1, x

3
s, y

3
s}},

B′ =





(
s⋃

i=2

B′

i

)

∪

(
s−1⋃

k=2

s⋃

j=k+1

B′

kj

)

∪ B′

0 ∪ E ′

s



 \ E ′.

Then H′ = (X ′,B′) is a 3-uniform bi-hypergraph with 2n1 − 1 vertices and
n1(n1−1)

2 + 2 edges. Moreover, for each i ∈ [s],

c′i =
{
X ′

i1, X
′

i2, . . . , X
′

ini

}
(1)

is a strict ni-coloring of H′, where X ′

ij is the set of the vertices in X ′ whose i-th
entry is j. Furthermore, we have the following result.

Theorem 10. H′ = (X ′,B′) is a one-realization of S.

Proof. It suffices to prove that H′ has no other strict colorings except c′1, c
′

2, . . . ,
c′s. Let Y = X ′ \ {xn1

}. Note that H′[Y ] is isomorphic to Hn2,n3,...,ns
under the

following bijection

ϕ : Y → Xn2,n3,...,ns

(x2, x2, x3, . . . , xs) → (x2, x3, . . . , xs).

Then all of the strict colorings of H′[Y ] are as follows

c′′i =
{
X ′′

i1, X
′′

i2, . . . , X
′′

ini

}
, i ∈ [s] \ {1},(2)

where X ′′

ij = X ′

ij ∩ Y, j ∈ [ni]. Assume that c′ = {C ′

1, C
′

2, . . . , C
′

m} is a strict
coloring of H′ and c′′ is the restriction of c′ on Y . There are the following two
possible cases.

Case 1. c′|Y = c′′2. That is to say, c′(xks) = c′(yks ) = k, for every k ∈ [ls];
c′(xns−1) = c′(yns−1) = c′(yns−1) = ns − 1; c′(xti) = c′(yti) = ni + t, for every
i ∈ [s − 1] \ {1} ∧ t ∈ M ′

i ; c′(xn2−h) = c′(yn2−h) = n2 − h, h = 1, 2, 3; and
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c′(xn2
) = n2. Then c(xn1

) 6= k, for every k ∈ [n2 − 1]. Hence, c′ = c′2 if
c′(xn1

) = c′(xn2
), or c′ = c′1 otherwise.

Case 2. c′|Y = c′′i for some i ∈ [s] \ {1, 2}. From the construction of H′,
we have that the edges that contain the vertex xn1

is 1-1 correspondence to the
edges that contain the vertex xn2

. Hence, c′(xn1
) = c′(xn2

), which implies that
c′ = c′i, as desired.

Note that |Xn1,...,ns
| = 2n1, |X

′| = 2n1 − 1 and |Bn1,...,ns
| = n1(n1−1)

2 + 3,

|B′| = n1(n1−1)
2 + 2. Combining Theorems 4, 9 and 10, we get the desired result

of Theorem 1.1.
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