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#### Abstract

Given a graph $G=(V, E)$, the task in the vertex cover $P_{3}\left(V C P_{3}\right)$ problem is to find a minimum subset of vertices $F \subseteq V$ such that every path of order 3 in $G$ contains at least one vertex from $F$. The $V C P_{3}$ problem remains NP-hard even in planar graphs and has many applications in real world. In this paper, we give a dynamic-programming algorithm to solve the $V C P_{3}$ problem on graphs of bounded branchwidth. Using the dynamic programming algorithm and the Baker's EPTAS framework for NP-hard problems, we present an efficient polynomial time approximation scheme (EPTAS) for the $V C P_{3}$ problem on planar graphs.


Keywords: combinatorial optimization, vertex cover $P_{3}$ problem, branchwidth, planar graphs, EPTAS.
2010 Mathematics Subject Classification: 05C85.

[^0]
## 1. Introduction

For a graph $G$, we denote its vertex set and edge set by $V(G)$ and $E(G)$, respectively. Unless stated otherwise, let $n:=|V(G)|$ and $m:=|E(G)|$. Given a graph $G$ and an integer $t \geq 2$, a vertex subset $F$ is called a vertex cover $P_{t}\left(V C P_{t}\right)$ set if every path of order $t$ in $G$ contains at least one vertex in $F$. The task in the $V C P_{t}$ problem is to find a minimum $V C P_{t}$ set in $G$. Clearly, the $V C P_{2}$ problem corresponds to the well-studied vertex cover problem. Thus, the $V C P_{t}$ problem can be seen as a natural generalization of the vertex cover problem. The study of the $V C P_{t}$ problem is also motivated by two real-world problems. The first motivation comes from the area of controlling traffic at street crossing [22]. The second motivation is related to the design of secure protocols for communication in wireless sensor networks $[6,18]$.

In this paper, we restrict our attention to the $V C P_{3}$ problem. The $V C P_{3}$ problem remains NP-hard even in planar graphs with vertex degree at most 3 [21]. For the $V C P_{3}$ problem, Kardoš et al. [14] presented an exact algorithm with runtime $1.5171^{n} \cdot n^{O(1)}$ and a randomized approximation algorithm whose expected approximation ratio is $23 / 11$. Chang et al. [7] gave an improved exact algorithm with runtime $1.4658^{n} \cdot n^{O(1)}$. Xiao et al. [25] gave the best exact algorithms for the $V C P_{3}$ problem which are the $O\left(1.4656^{n}\right)$-time polynomial space algorithm and the $O\left(1.3659^{n}\right)$-time exponential-space algorithm. Tu et al. $[22,23]$ presented two 2-approximation algorithms for weighted version of the $V C P_{3}$ problem using the primal-dual method and the local-ratio method. The dual problem of the $V C P_{3}$ problem is known as the maximum dissociation set problem. A vertex subset $S$ is called a dissociation set if it induces a subgraph with vertex degree at most 1 and the maximum dissociation set problem is to find a dissociation set of maximum size. The maximum dissociation set problem has many applications in real world and has been studied extensively [4, 14, 25-27].

Parameterized complexity of the $V C P_{3}$ problem has also been studied. With the size $k$ of the solution as the parameter, an parameterized algorithm running in time $2^{k} \cdot n^{O(1)}$ was given independently by Fellows et al. [10], Moser et al. [17] and Tu [20]. Using the measure \& conquer approach, Wu [24] presented an improved algorithm with runtime $1.882^{k} \cdot n^{O(1)}$. Katrenič [15] gave further improvement so that running time reaches $1.8172^{k} \cdot n^{O(1)}$. The fastest parameterized algorithm is due to Chang et al. [8] running in $1.7964^{k} \cdot n^{O(1)}$ time. The connected vertex cover $P_{3}\left(C V C P_{3}\right)$ problem is a variation of the $V C P_{3}$ problem, which aims at finding a $V C P_{3}$ set $F$ with minimum cardinality such that $G[F]$ is connected. Bodlaender et al. [3] presented two approaches for giving deterministic algorithms for connectivity problems that are single exponential in the treewidth.

In this paper, we consider the $V C P_{3}$ problem on planar graphs. Because of the NP-completeness of the $V C P_{3}$ problem on planar graphs [27], we design good
approximation algorithms. A polynomial-time approximation scheme (PTAS) of an NP optimization problem $Q$ is an algorithm $A_{Q}$ that takes a pair $(x, \varepsilon)$ as input, where $x$ is an instance of $Q$ and $\varepsilon>0$ is a real number, and returns a feasible solution $y$ for $x$ such that the approximation ratio of the solution $y$ is bounded by $1+\varepsilon$. And, for any fixed $\varepsilon>0$, the runtime of the algorithm $A_{Q}$ is bounded by a polynomial of $|x|$. Furthermore, a PTAS is called an efficient polynomial time approximation scheme (EPTAS) if its runtime is bounded by $O\left(f(\varepsilon)|x|^{c}\right)$, where $f$ is a function and $c$ is a constant.

Baker [1] introduced a framework to obtain EPTAS for NP-complete problems on planar graphs. For an NP-complete problem, the framework is based on decomposing a planar graph into $p$-outerplanar subgraphs, and combing an exact algorithm for solving the problem on $p$-outerplanar subgraphs. Our algorithm is performed in two steps. Firstly, we present a dynamic programming algorithm for the $V C P_{3}$ problem on graphs of bounded branchwidth. Since that for $p$-outerplanar graphs, the branchwidth is at most $2 p+1$ and a branch decomposition of width at most $2 p+1$ can be obtained in $O(p n)$ time, an exact algorithm for solving the $V C P_{3}$ problem on $p$-outerplanar graphs can be obtained. Secondly, using Baker's approach, we give an EPTAS for the $V C P_{3}$ problem on planar graphs.

The remaining part of this paper is organized as follows. In Section 2, we give some notation and introduce the concepts of branch decomposition and branchwidth. In Section 3, we present a dynamic programming algorithm for the $V C P_{3}$ problem on graphs of bounded branchwidth. In Section 4, an EPTAS for the $V C P_{3}$ problem on planar graphs is given.

## 2. Preliminaries

In this paper we consider only simple, finite and undirected graphs. Given a graph $G=(V, E)$ and a vertex $v \in V$, denote by $N_{G}(v)$ the set of neighbors of $v$ in $G$. Let $d_{G}(v):=\left|N_{G}(v)\right|$. For a subset $V^{\prime} \subseteq V$, denote by $G\left[V^{\prime}\right]$ the subgraph induced by $V^{\prime}$. We use $G-V^{\prime}$ as an abbreviation for the induced subgraph $G\left[V \backslash V^{\prime}\right]$. For all terminology and notation not defined here, we refer the reader to [5].

Robertson and Seymour [19] introduced the concept of branchwidth which plays an important role in their fundamental work on graph minors. Given a graph $G=(V, E)$, a branch decomposition is a pair $(T, \tau)$, where $T$ is a tree in which each non-leaf node has exactly three neighbors, and $\tau$ is a bijection from $E(G)$ to the set of leaves of $T$. The order function $\omega: E(T) \rightarrow 2^{V(G)}$ of a branch decomposition maps every edge $e$ of $T$ to a vertex subset $\omega(e) \subseteq V(G)$ as follows. The set $\omega(e)$ consists of all vertices of $V(G)$ such that, for every vertex $v \in \omega(e)$,
there exist edges $f_{1}, f_{2} \in E(G)$ such that both $f_{1}$ and $f_{2}$ are incident with the vertex $v$, and the leaves $\tau\left(f_{1}\right), \tau\left(f_{2}\right)$ are in different subtrees of $T-\{e\}$. The width of $(T, \tau)$ is equal to $\max _{e \in E(T)}|\omega(e)|$ and the branchwidth of $G, b w(G)$, is the minimum width over all branch decomposition of $G$.

For a planar graph $G$, a branch-decomposition of minimum width $b w(G)$ can be computed in $O\left(n^{3}\right)$ time [12] and $b w(G) \leq \sqrt{4.5 n}[11]$.

## 3. The $V C P_{3}$ Problem on Graphs of Bounded Branchwidth

In this section, we present a dynamic programming algorithm to solve the $V C P_{3}$ problem on graphs $G$ of bounded branchwidth. It is worth mentioning that our algorithm is inspired by Demaine et al.'s algorithm for $(k, r)$-centers on graphs of bounded branchwidth [9]. However, we use a different approach to define subproblems. Let $G$ be a graph and $(T, \tau)$ be a branch decomposition of it with width at most $l$. Let $\omega: E(T) \rightarrow 2^{V(G)}$ be the order function of $(T, \tau)$. We choose an arbitrary edge $(x, y)$ in $T$ and subdivide the edge $(x, y)$, that is to delete $(x, y)$, add a new vertex $z$, and join $z$ to $x$ and $y$. Make $z$ adjacent to a new vertex $r$. By choosing $r$ as a root in the new tree $T^{\prime}=T \cup\{z, r\}$, we obtain a rooted tree $T^{\prime}$ with the root $r$. For every edge of $e \in E(T) \cap E\left(T^{\prime}\right)$, we put $\omega^{\prime}(e)=\omega(e)$. Also we put $\omega^{\prime}((x, z))=\omega^{\prime}((z, y))=\omega((x, y))$ and $\omega^{\prime}((z, r))=\emptyset$.

For an edge $e$ of $T^{\prime}$ we define $E_{e}\left(V_{e}\right)$ as the set of all edges (vertices) $h$ such that every path containing $h$ and $(z, r)$ in $T^{\prime}$ contains $e$. With such a notation, $E_{(z, r)}=E\left(T^{\prime}\right)$ and $V_{(z, r)}=V\left(T^{\prime}\right)$. We denote by $G_{e}=\left(V\left(G_{e}\right), E\left(G_{e}\right)\right)$ the subgraph of $G$ such that
(1) $E\left(G_{e}\right)=\left\{\tau^{-1}(x) \mid x \in V_{e}\right.$ and $x$ is a leaf of $\left.T^{\prime}\right\}$, and
(2) $V\left(G_{e}\right)$ consists of all ends of edges of $E\left(G_{e}\right)$ in $G$.

Thus, $G_{e}$ is an induced subgraph by the edge set $E\left(G_{e}\right)$. Note that if $e \in T^{\prime}$ is a nonleaf edge and $e_{1}, e_{2}$ are two children of $e$, then $E\left(G_{e_{1}}\right) \cap E\left(G_{e_{2}}\right)=\emptyset$.

We define the subproblems. For every edge $e$ of $T^{\prime}$, we compute partial solutions according to how a minimum $V C P_{3}$ set intersects the vertex subset $\omega^{\prime}(e)$. A coloring of $\omega^{\prime}(e)$ is a mapping $c: \omega^{\prime}(e) \rightarrow\left\{1,0_{0}, 0_{1}\right\}$ assigning three different colors to vertices of $\omega^{\prime}(e)$. Clearly, there exist $3^{\left|\omega^{\prime}(e)\right|}$ colorings of $\omega^{\prime}(e)$. For a coloring $c$ of $\omega^{\prime}(e)$, denote by $A_{e}(c)$ the minimum size of a $V C P_{3}$ set $F \subseteq V\left(G_{e}\right)$ in $G_{e}$ such that

- $c(v)=1$ means that the vertex $v$ is contained in $F$,
- $c(v)=0_{0}$ means that the vertex $v$ is not contained in $F$ and is an isolated vertex in $G_{e}-F$,
- $c(v)=0_{1}$ means that the vertex $v$ is not contained in $F$ and has degree at most 1 in $G_{e}-F$.

We put $A_{e}(c)=+\infty$ if no such $V C P_{3}$ set $F$ for $e$ and $c$ exists. Because $\omega^{\prime}((z, r))=$ $\emptyset$ and $G_{(z, r)}=G, A_{(z, r)}(\emptyset)$ is the smallest size of a $V C P_{3}$ set in $G$.

Compute the value of $A_{e}(c)$ in a bottom-up fashion. Consider, first, the values of $A_{e}(c)$ from leaves of $T^{\prime}$. Let $x$ be a leaf of $T^{\prime}$ such that $\tau^{-1}(x)=(u, v)$ and let $e$ be the edge of $T^{\prime}$ incident with $x$. Then, $G_{e}=\{\{u, v\},\{(u, v)\}\}$. If $u$ or $v$, say $u$, is a leaf vertex in $G$, then $\omega^{\prime}(e)=\{v\}$ and there is always a minimum $V C P_{3}$ set in $G$ that does not contain $u$. Thus,

$$
A_{e}(c)= \begin{cases}1, & \text { if } c(v)=1 \\ 0, & \text { if } c(v)=0_{1} \\ +\infty, & \text { if } c(v)=0_{0}\end{cases}
$$

If neither $u$ nor $v$ is a leaf vertex in $G$, then $\omega^{\prime}(e)=\{u, v\}$ and

$$
A_{e}(c)= \begin{cases}2, & \text { if } c(u)=c(v)=1 \\ 1, & \text { if } c(u)=1 \text { or } c(v)=1, \text { and } c(u) \neq c(v) \\ 0, & \text { if }(c(u), c(v))=\left(0_{1}, 0_{1}\right) \\ +\infty, & \text { otherwise }\end{cases}
$$

Let $e$ be a nonleaf edge of $T^{\prime}$ and let $e_{1}, e_{2}$ be the children of $e$. Define $X_{1}=\omega^{\prime}(e)-\omega^{\prime}\left(e_{2}\right), X_{2}=\omega^{\prime}(e)-\omega^{\prime}\left(e_{1}\right), X_{3}=\omega^{\prime}(e) \cap \omega^{\prime}\left(e_{1}\right) \cap \omega^{\prime}\left(e_{2}\right)$, and $X_{4}=\left(\omega^{\prime}\left(e_{1}\right) \cup \omega^{\prime}\left(e_{2}\right)\right)-\omega^{\prime}(e)$.

By definition of order function $\omega^{\prime}$, it can never happen that a vertex belongs to exactly one of $\omega^{\prime}(e), \omega^{\prime}\left(e_{1}\right), \omega^{\prime}\left(e_{2}\right)$. Therefore, condition $u \in X_{4}$ implies that $u \notin \omega^{\prime}(e)$ and $u \in \omega^{\prime}\left(e_{1}\right) \cap \omega^{\prime}\left(e_{2}\right)$. We conclude that (see Figure 1)

$$
\begin{aligned}
\omega^{\prime}(e) & =X_{1} \cup X_{2} \cup X_{3}, \\
\omega^{\prime}\left(e_{1}\right) & =X_{1} \cup X_{3} \cup X_{4}, \\
\omega^{\prime}\left(e_{2}\right) & =X_{2} \cup X_{3} \cup X_{4} .
\end{aligned}
$$



Figure 1. $X_{1}, X_{2}, X_{3}$ and $X_{4}$ are shown.
We say that colorings $c_{1}$ of $\omega^{\prime}\left(e_{1}\right)$ and $c_{2}$ of $\omega^{\prime}\left(e_{2}\right)$ are consistent with a coloring $c$ of $\omega^{\prime}(e)$ if
(1) for every vertex $v \in X_{1}, c_{1}(v)=c(v)$,
(2) for every vertex $v \in X_{2}, c_{2}(v)=c(v)$,
(3) for every vertex $v \in X_{3}$,
(a) if $c(v)=1$, then $c_{1}(v)=c_{2}(v)=1$,
(b) if $c(v)=0_{0}$, then $c_{1}(v)=c_{2}(v)=0_{0}$,
(c) if $c(v)=0_{1}$, then $\left(c_{1}(v), c_{2}(v)\right) \in\left\{\left(0_{0}, 0_{1}\right),\left(0_{1}, 0_{0}\right)\right\}$. By definitions of $G_{e_{1}}$ and $G_{e_{2}}$, we have that $E\left(G_{e_{1}}\right) \cap E\left(G_{e_{2}}\right)=\emptyset$. Thus, if $c(v)=0_{1}$, we can require that $c_{1}(v), c_{2}(v) \in\left\{0_{0}, 0_{1}\right\}$ and $c_{1}(v) \neq c_{2}(v)$.
(4) for every vertex $v \in X_{4}$,
(a) either $c_{1}(v)=c_{2}(v)=1$,
(b) or $\left(c_{1}(v), c_{2}(v)\right) \in\left\{\left(0_{0}, 0_{1}\right),\left(0_{1}, 0_{0}\right)\right\}$.

Let $\#_{1}\left(X_{3}, c\right)$ be the number of vertices in $X_{3}$ colored by color 1 in coloring $c$ and let $\#_{1}\left(X_{4}, c_{1}\right)$ be the number of vertices in $X_{4}$ colored by color 1 in coloring $c_{1}$. Since every vertex in $X_{3}$ and $X_{4}$ colored by color 1 is counted twice in $A_{e_{1}}\left(c_{1}\right)+A_{e_{2}}\left(c_{2}\right)$, the value $A_{e}(c)$ can be obtained from the following formula

$$
\begin{equation*}
A_{e}(c)=\min _{c_{1}, c_{2}}\left\{A_{e_{1}}\left(c_{1}\right)+A_{e_{2}}\left(c_{2}\right)-\#_{1}\left(X_{3}, c\right)-2 \#_{1}\left(X_{4}, c_{1}\right)\right\} \tag{1}
\end{equation*}
$$

where the minimum is taken over all coloring $c_{1}, c_{2}$ consistent with $c$.
The description of the computations of the values $A_{e}(c)$ is complete. Let us analyze the running time of the algorithm. Clearly, the time needed to process each leaf edge of $T^{\prime}$ is constant. We consider the runtime of computing the values $A_{e}(c)$ of the nonleaf edge $e$. Note that for a coloring $c$ of $\omega^{\prime}(e)$, if a pair $c_{1}, c_{2}$ is consistent with $c$, then
(1) for every $v \in X_{1} \cup X_{2}$,

$$
\left(c(v), c_{1}(v), c_{2}(v)\right) \in\left\{(1,1,1),\left(0_{0}, 0_{0}, 0_{0}\right),\left(0_{1}, 0_{1}, 0_{1}\right)\right\}
$$

(2) for every $v \in X_{3}$,

$$
\left(c(v), c_{1}(v), c_{2}(v)\right) \in\left\{(1,1,1),\left(0_{0}, 0_{0}, 0_{0}\right),\left(0_{1}, 0_{0}, 0_{1}\right),\left(0_{1}, 0_{1}, 0_{0}\right)\right\}
$$

(3) for every $v \in X_{4}$,

$$
\left(c_{1}(v), c_{2}(v)\right) \in\left\{(1,1),\left(0_{1}, 0_{0}\right),\left(0_{0}, 0_{1}\right)\right\}
$$

Let $x_{i}=\left|X_{i}\right|, 1 \leq i \leq 4$. There are exactly $3^{x_{1}+x_{2}+x_{4}} 4^{x_{3}}$ triples of colorings $\left(c, c_{1}, c_{2}\right)$ such that $c_{1}$ and $c_{2}$ are consistent with $c$. Thus, in order to estimate (1), the number of operations for all possible colorings of $\omega^{\prime}(e)$ is $3^{x_{1}+x_{2}+x_{4}} 4^{x_{3}}$. Recall that the branchwidth of $G$ is $l$. The sets $X_{i}, 1 \leq i \leq 4$, are pairwise disjoint and

$$
\begin{aligned}
\left|\omega^{\prime}(e)\right| & =x_{1}+x_{2}+x_{3} \leq l, \\
\left|\omega^{\prime}\left(e_{1}\right)\right| & =x_{1}+x_{3}+x_{4} \leq l, \\
\left|\omega^{\prime}\left(e_{2}\right)\right| & =x_{2}+x_{3}+x_{4} \leq l .
\end{aligned}
$$

Consider the linear function $\log _{3}\left(3^{x_{1}+x_{2}+x_{4}} 4^{x_{3}}\right)=x_{1}+x_{2}+x_{4}+x_{3} \cdot \log _{3} 4$. The maximum value of the linear function subject to the above constraints is $3 l / 2$ (the value achieves maximum when $x_{1}=x_{2}=x_{4}=\frac{1}{2} l, x_{3}=0$ ). Thus, the algorithm spends $3^{3 l / 2}$ time for every nonleaf edge. Since that the number of edges in $T^{\prime}$ is $O(m)$, the runtime of the dynamic programming algorithm is $O\left(3^{3 l / 2} m\right)$. Moreover, by bookkeeping the colorings assigned to each set $\omega^{\prime}(e)$, we can construct an optimal $V C P_{3}$ set in $G$ with the same running time. Hence, we obtain the following theorem.

Theorem 1. For a graph $G$ with $m$ edges and a given branch decomposition of width at most $l$, there exists a dynamic programming algorithm for solving the $V C P_{3}$ problem in $G$ with runtime $O\left(3^{3 l / 2} m\right)$.

## 4. An EPtaS for the $V C P_{3}$ Problem on Planar Graphs

In this section, we use Baker's EPTAS framework [1] for NP-hard problems to obtain an EPTAS for the $V C P_{3}$ problem on planar graphs.

A planar graph $G$ is called outerplanar or 1-outerplanar graph if it has a planar embedding such that all vertices of $G$ belong to the exterior face of the embedding. For $p>1$, a planar graph $G$ is a $p$-outerplanar graph, if it has a planar embedding such that removing the vertices of $G$ which belong to the exterior face will result in a $(p-1)$-outerplanar graph. Since a branch decomposition of a $p$ outerplanar graph of width at most $2 p+1$ can be obtained in $O(p n)$ time [13] and for a planar graph with at least three vertices, $m \leq 3 n-6$, by Theorem 1 we have

Theorem 2. Let $p$ be a fixed positive integer. The $V C P_{3}$ problem on p-outerplanar graphs can be solved in time $O\left(27^{p} n\right)$.

For every planar graph $G$, there exist some $p$ such that $G$ is $p$-outerplanar. Given a planar graph $G$, a $p$-outerplanar embedding of $G$ for which $p$ is minimal can be found in polynomial time [2]. We define levels of vertices in a planar embedding of a planar graph $G$. A vertex is at level 1 if it belong to the exterior face. For $i \geq 1$, let $G_{i}$ be the plane graph obtained from removing vertices at levels $1,2, \ldots, i$ from $G$. Then the vertices belonging to the exterior face of $G_{i}$ are at level $i+1$. A planar embedding is $r$-level if it has some vertices at level $r$ and has no vertices at level $>r$. Moreover, levels of vertices can be computed in linear time [16].

Given a planar graph $G$ with an $r$-level planar embedding of it, let $V_{1}$, $V_{2}, \ldots, V_{r}$ be the set of vertices at levels $1,2, \ldots, r$, respectively.

Let $k$ be a fixed integer. For each $i, 1 \leq i \leq k$, let $t_{i}=\lceil(r-2 i) / 2 k\rceil$. Define $U_{0}^{i}=\bigcup_{s=1}^{2 i} V_{s}, U_{j}^{i}=\bigcup_{s=0}^{2 k+1} V_{(j-1) \times 2 k+2 i-1+s}$ for $1 \leq j<t_{i}$ and $U_{t_{i}}^{i}=$ $\bigcup_{s=\left(t_{i}-1\right) \times 2 k+2 i-1}^{r} V_{s}$. For example, suppose that $r=21$ and $k=4$, then $1 \leq i \leq 4$ and when $i=2, t_{i}=\lceil(r-2 i) / 2 k\rceil=\lceil(21-4) / 8\rceil=3$,

$$
\begin{aligned}
& U_{0}^{2}=V_{1} \cup V_{2} \cup V_{3} \cup V_{4} \\
& U_{1}^{2}=V_{3} \cup V_{4} \cup V_{5} \cup \cdots \cup V_{11} \cup V_{12}, \\
& U_{2}^{2}=V_{11} \cup V_{12} \cup V_{13} \cup \cdots \cup V_{19} \cup V_{20}, \\
& U_{3}^{2}=V_{19} \cup V_{20} \cup V_{21}
\end{aligned}
$$

For each $i, 1 \leq i \leq k, G\left[U_{0}^{i}\right]$ is the subgraph induced by the vertices at levels 1 to $2 i$ and is a $2 i$-outerplanar subgraph, each $G\left[U_{j}^{i}\right]$ is the subgraph induced by the vertices at levels $(j-1) \times 2 k+2 i-1$ to $j \times 2 k+2 i$ and is a $(2 k+2)$ outerplanar subgraph for $1 \leq j<t_{i}$, and $G\left[U_{t_{i}}^{i}\right]$ is the subgraph induced by the vertices at levels $\left(t_{i}-1\right) \times 2 k+2 i-1$ to $r$ and is a $q$-outerplanar subgraph, where $q=r-\left(\left(t_{i}-1\right) \times 2 k+2 i\right)+2 \leq 2 k+2$.

Note that $U_{j}^{i} \cap U_{j+1}^{i}=V_{j \times 2 k+2 i-1} \cup V_{j \times 2 k+2 i}$ for each $1 \leq i \leq k, 0 \leq j<t_{i}$. For each $i, 1 \leq i \leq k$, let $W^{i}:=\bigcup_{j=0}^{t_{i}-1}\left(U_{j}^{i} \cap U_{j+1}^{i}\right)$. It is easy to see that for two different $i_{1}, i_{2}, 1 \leq i_{1}, i_{2} \leq k$, we have $W^{i_{1}} \cap W^{i_{2}}=\emptyset$.

For fixed $\varepsilon>0$, we design an approximation algorithm that achieves solutions at most $(1+\varepsilon)$ optimal for the $V C P_{3}$ problem on planar graphs.

```
Algorithm 1
Input: A planar graph \(G\) and a positive number \(\varepsilon\).
Output: A \(V C P_{3}\) set \(F\) in \(G\) of size at most \((1+\varepsilon)\) optimal.
1. Find a plane embedding of \(G\).
2. Compute the level of every vertex and the level \(r\) of the embedding.
3. Let \(V_{1}, V_{2}, \ldots, V_{r}\) be the set of vertices at levels \(1,2, \ldots, r\), respectively.
4. Let \(k:=\lceil 1 / \varepsilon\rceil\).
5. for \(i=1, \ldots, k\)
    5.1. \(t_{i}=\left\lceil\frac{r-2 i}{2 k}\right\rceil\).
    5.2. Compute subgraphs \(G\left[U_{i}^{i}\right]\) for \(j=0,1, \ldots, t_{i}\).
    5.3. For every subgraph \(G\left[U_{j}^{i}\right]\), find an optimal \(V C P_{3}\) set \(F_{j}^{i}\) by Theorem 2.
    5.4. Let \(F^{i}=\bigcup_{j=0}^{t_{i}} F_{j}^{i}\).
6. Let \(F\) be a set of \(F^{1}, F^{2}, \ldots, F^{k}\) with the minimum cardinality.
7. Output \(F\).
```

Theorem 3. Given a fixed positive number $\varepsilon$, Algorithm 1 gives an $O\left(27^{2\lceil 1 / \varepsilon\rceil}\right.$. $1 / \varepsilon \cdot n)$ time $(1+\varepsilon)$-approximation algorithm for the $V C P_{3}$ problem on planar graphs.

Proof. We first show the approximation ratio of Algorithm 1. Let $k:=\lceil 1 / \varepsilon\rceil$. For each $i, 1 \leq i \leq k$, an optimal $V C P_{3}$ set $F_{j}^{i}$ in each subgraph $G\left[U_{j}^{i}\right]$ can be obtained by Theorem 2. Recall that $U_{j}^{i} \cap U_{j+1}^{i}=V_{j \times 2 k+2 i-1} \cup V_{j \times 2 k+2 i}$ for each $0 \leq j<t_{i}$, in other words, two consecutive $U_{j}^{i}$ overlap by two levels. Thus it is easy to see that $F^{i}=\bigcup_{j=0}^{t_{i}} F_{j}^{i}$ is a $V C P_{3}$ set of $G$. Because $F$ is a set of $F^{1}, F^{2}, \ldots, F^{k}$ with the minimum cardinality, the output $F$ of Algorithm 1 is a $V C P_{3}$ set of $G$.

For each $i, 1 \leq i \leq k$, let $W^{i}:=\bigcup_{j=0}^{t_{i}-1}\left(U_{j}^{i} \cap U_{j+1}^{i}\right)$. Recall that for two different $i_{1}, i_{2}, 1 \leq i_{1}, i_{2} \leq k$, we have $W^{i_{1}} \cap W^{i_{2}}=\emptyset$.

Let $\widetilde{F}$ be a minimum $V C P_{3}$ set of $G$. There exist some $h, 1 \leq h \leq k$, such that $\left|\widetilde{F} \cap W^{h}\right| \leq|\widetilde{F}| / k$. Let $\widetilde{F}_{j}^{h}:=\widetilde{F} \cap U_{j}^{h}$ for each $0 \leq j \leq t_{h}$. Thus, $\widetilde{F}_{j}^{h}$ is a $V C P_{3}$ set of $G\left[U_{j}^{h}\right]$ and $\left|F_{j}^{h}\right| \leq\left|\widetilde{F}_{j}^{h}\right|$ for each $0 \leq j \leq t_{h}$. Hence,

$$
\sum_{j=0}^{t_{h}}\left|\widetilde{F}_{j}^{h}\right|=\sum_{j=0}^{t_{h}}\left|\widetilde{F} \cap U_{j}^{h}\right|=|\widetilde{F}|+\left|\widetilde{F} \cap W^{h}\right| \leq(1+1 / k)|\widetilde{F}|
$$

and

$$
|F| \leq\left|F^{h}\right| \leq \sum_{j=0}^{t_{h}}\left|F_{j}^{h}\right| \leq \sum_{j=0}^{t_{h}}\left|\widetilde{F}_{j}^{h}\right| \leq(1+1 / k)|\widetilde{F}| \leq(1+\varepsilon)|\widetilde{F}| .
$$

Thus, the solution produced by Algorithm 1 has the approximation ratio $(1+\varepsilon)$ for the $V C P_{3}$ problem on planar graphs.

Now, we analyze the running time of Algorithm 1. Given a planar graph $G$, a planar embedding of $G$ and the levels of vertices can be computed in linear time [16]. Thus, Step 1, Step 2 and Step 3 can be computed in linear time. By Theorem 2, Step 5 can be computed in $O\left(27^{2 k} k n\right)$ time. Thus, the running time of Algorithm 1 is $O\left(27^{2[1 / \varepsilon\rceil} \cdot 1 / \varepsilon \cdot n\right)$.

The proof is completed.
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