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Abstract

Let G be a graph. Adopting the terminology of Broersma et al. and
Cada, respectively, we say that G is 2-heavy if every induced claw (K1,3) of
G contains two end-vertices each one has degree at least |V (G)|/2; and G
is o-heavy if every induced claw of G contains two end-vertices with degree
sum at least |V(G)| in G. In this paper, we introduce a new concept, and
say that G is S-c-heavy if for a given graph S and every induced subgraph
G’ of G isomorphic to S and every maximal clique C of G’, every non-
trivial component of G’ — C' contains a vertex of degree at least |V (G)|/2
in G. Our original motivation is a theorem of Hu from 1999 that can be
stated, in terms of this concept, as every 2-connected 2-heavy and N-c-
heavy graph is hamiltonian, where N is the graph obtained from a triangle
by adding three disjoint pendant edges. In this paper, we will characterize
all connected graphs S such that every 2-connected o-heavy and S-c-heavy
graph is hamiltonian. Our work results in a different proof of a stronger
version of Hu’s theorem. Furthermore, our main result improves or extends
several previous results.
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1. INTRODUCTION

Throughout this paper, the graphs considered are undirected, finite and simple
(without loops and parallel edges). For terminologies and definitions not defined
here, we refer the reader to Bondy and Murty [4].

Let G be a graph and v be a vertex of G. The neighborhood of v in G, denoted
by Ng(v), is the set of neighbors of v in G; and the degree of v in G, denoted by
di(v), is the number of neighbors of v in G. For two vertices u,v € V(G), the
distance between u and v in G, denoted by dg(u,v), is the length of a shortest
path between u and v in G. When there is no danger of ambiguity, we use N (v),
d(v) and d(u,v) instead of Ng(v), dg(v) and dg(u,v), respectively. For a subset
U of V(G), we set Ny(v) = N(v)NU, and diy(v) = [Ny (v)|. For a subgraph S of
G such that v ¢ V(5), we use Ng(v) and dg(v) instead of Ny (g)(v) and dy(s)(v),
respectively.

Let G be a graph and G’ be a subgraph of G. If G’ contains all edges
xy € E(G) with 2,y € V(G'), then G’ is an induced subgraph of G (or a subgraph
induced by V(G')). For a given graph S, the graph G is S-free if G contains no
induced subgraph isomorphic to S. Note that if S is an induced subgraph of Ss,
then an Si-free graph is also Ss-free.

The bipartite graph K3 is the claw. We use P; (1 > 1) and C; (i > 3) to
denote the path and cycle of order i, respectively. We denote by Z; (i > 1) the
graph obtained by identifying a vertex of a C5 with an end-vertex of a P;;1; by
B; j (i,j > 1) the graph obtained by identifying two vertices of a C's with the ends
of a P41 and a Pji1, respectively; and by N; ;. (4,7,k > 1) the graph obtained
by identifying the three vertices of a C3 with the ends of a P11, a Pjy1 and a
P11, respectively. In particular, we set B = By 1, N = Ny 11, and W = By .
(These three graphs are sometimes called the bull, the net and the wounded,
respectively.)

To find sufficient conditions for hamiltonicity of graphs is a standard topic. In
particular, sufficient conditions for hamiltonicity of graphs in terms of forbidden
subgraphs have received much attention from graph theorists. The following are
some results in this area, where the graphs L; and Lo are shown in Figure 1.

Theorem 1. Let G be a 2-connected graph.

(1) ([12]) If G is claw-free and N -free, then G is hamiltonian.
(2) ([6]) If G is claw-free and Ps-free, then G is hamiltonian.
(3) ([1]) If G is claw-free and W -free, then G is hamiltonian.
(4) ([15]) If G is claw-free and Zs-free, then G is hamiltonian or G = L1 or Ls.

In 1991, Bedrossian [1] characterized all pairs of forbidden subgraphs for a
2-connected graph to be hamiltonian, in his Ph.D. Thesis. In 1997, Faudree and
Gould [14] extended Bedrossian’s result by proving the ‘only if’ part based on
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infinite families of non-hamiltonian graphs. Before showing the result of Faudree
and Gould, we first remark that the only connected graph S of order at least 3
such that the statement ‘every 2-connected S-free graph is hamiltonian’ holds, is
P3, see [14]. So in the following theorem, we only consider the forbidden pairs
excluding Ps.

Ly Lo

Figure 1. Graphs L; and L.

Theorem 2 [14]. Let R, S be connected graphs of order at least 3 with R, S # Ps
and let G be a 2-connected graph of order n > 10. Then G being R-free and
S-free implies G is hamiltonian if and only if (up to symmetry) R = K3 and
S = P4, P5, Pﬁ, 03, Zl, ZQ, Zg, B, N orW.

Degree condition is also an important type of sufficient conditions for hamil-
tonicity of graphs. Let G be a graph of order n. A vertex v € V(G) is a heavy
vertex of G if d(v) > n/2; and a pair of vertices {u,v} is a heavy pair of G if
uwv ¢ E(G) and d(u) + d(v) > n. In 1952, Dirac [11] proved that every graph G
of order at least 3 is hamiltonian if every vertex of G is heavy. Ore [22] improved
Dirac’s result by showing that every graph G of order at least 3 is hamiltonian
if every pair of nonadjacent vertices is a heavy pair. Fan [13] further improved
Ore’s theorem by showing that every 2-connected graph G is hamiltonian if every
pair of vertices at distance 2 of G contains a heavy vertex.

It is natural to relax the forbidden subgraph conditions to ones that the
subgraphs are allowed, but some degree conditions are restricted to the subgraphs.
Early examples of this method used in scientific papers can date back to 1990s
[2, 19, 5]. In particular, Cada [10] introduced the class of o-heavy graphs by re-
stricting Ore’s condition to every induced claw of a graph. Li et al. [18] extended
Cada’s concept of claw-o-heavy graphs to a general one.

Let G’ be an induced subgraph of G. Following [18], if G’ contains a heavy
pair of G, then G’ is an o-heavy subgraph of G (or G’ is o-heavy in G). For a given
graph S, the graph G is S-o-heavy if every induced subgraph of G isomorphic to
S is o-heavy. (It should be mentioned that Cada originally named claw-o-heavy
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graphs as o-heavy graphs in [10].) Note that an S-free graph is trivially S-o-
heavy, and if S7 is an induced subgraph of Ss, then an Si-o-heavy graph is also
So-o0-heavy.

Li et al. [18] completely characterized pairs of o-heavy subgraphs for a 2-
connected graph to be hamiltonian, which extends Theorem 2. The main result
in [18] is given as follows.

Theorem 3 [18]. Let R and S be connected graphs of order at least 3 with
R,S # P53 and let G be a 2-connected graph. Then G being R-o-heavy and S-o-
heavy implies G is hamiltonian if and only if (up to symmetry) R = Ki3 and
S = P4, P5, 03, Zl, ZQ, B, N or W.

Following [20], we introduce another type of heavy subgraph condition moti-
vated by Fan’s condition [13]. Let G be a graph and G’ be an induced subgraph of
G. If for each two vertices u,v € V(G’) with dgs(u,v) = 2, either u or v is heavy
in G, then G’ is an f-heavy subgraph of G (or G’ is f-heavy in G). For a given
graph S, the graph G is S-f-heavy if every induced subgraph of G isomorphic to
S is f-heavy. A claw-f-heavy graph is also called a 2-heavy graph (see [5]).

Note that an S-free graph is trivially S-f-heavy, but in general, an Si-f-heavy
graph is not necessarily So-f-heavy when Sj is an induced subgraph of S;. In
Figure 2, we show the implication relations among the conditions being S-f-heavy
for the graphs S listed in Theorem 2.

Figure 2. S; — So: Being S;-f-heavy implies being So-f-heavy.

We remark that f-heavy conditions cannot compare with o-heavy conditions
in general. For example, every P3-o-heavy graph is Ps3-f-heavy; and every claw-f-
heavy graph is claw-o-heavy, but for the conditions being N-o-heavy and being
N-f-heavy, no one can imply the other.

Motivated by Theorem 3, Ning and Zhang [20] characterized pairs of f-heavy
subgraphs for a 2-connected graph to be hamiltonian, which not only is a new
extension of Theorem 2 but also unifies some previous theorems given in [2, 9, 19].

Theorem 4 [20]. Let R and S be connected graphs with R, S # Ps and let G be
a 2-connected graph of order n > 10. Then G being R-f-heavy and S-f-heavy im-
plies G is hamiltonian if and only if (up to symmetry) R = K13 and S = Py, Ps,
Pﬁ, Zl, ZQ, Zg, B, N or W.
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Now we will put our views to another new sufficient condition for hamiltonic-
ity of graphs due to Hu [17]. Some previous theorems can be obtained from Hu’s
theorem as corollaries (see [2, 19]).

Theorem 5 [17]. Let G be a 2-connected graph. If G is 2-heavy and every induced
Py in an induced N of G contains a heavy vertex, then G is hamiltonian.

In fact, we can see that the cases S = Z;, B, N in Theorem 4 can be deduced
from Hu’s theorem. This motivates us to consider the counterpart results for
other subgraphs. Armed with this idea, we first propose the following definition.

Definition 1. Let G be a graph and G’ be an induced subgraph of G. If for
every maximal clique C' of G’, each nontrivial component of G’ — C' contains a
heavy vertex of G, then G’ is a clique-heavy (or in short, c-heavy) subgraph of G.
For a given graph S, G is S-c-heavy if every induced subgraph of G isomorphic
to S is c-heavy.

In Figure 3, we show the implication relations of the conditions being S-c-
heavy for the graphs S listed in Theorem 2.

Figure 3. S; — S2: Being S;-c-heavy implies being S3-c-heavy.

So Theorem 5 can be stated as every 2-connected claw-f-heavy and N-c-heavy
graph is hamiltonian. As we will show below, this can be extended to that every
2-connected claw-o-heavy and N-c-heavy graph is hamiltonian.

We remark that saying a graph is claw-c-heavy is meaningless (if we remove
a maximal clique from a claw, then only isolated vertices remain). Motivated by
Theorems 2, 3 and 4, we naturally propose the following problem.

Problem 1. Which connected graphs S imply that every 2-connected claw-free
(or claw-f-heavy or claw-o-heavy) and S-c-heavy graph is hamiltonian?

The solution to Problem 1 is one of the main results in this paper.

Theorem 6. Let S be a connected graph of order at least 3 and let G be a 2-
connected claw-o-heavy graph of order n > 10. Then G being S-c-heavy implies
G is hamiltonian if and only if S = Py, Ps, Ps, Z1, 22, Z3, B, N or W.
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Note that the only subgraphs appearing in Theorem 2 but missing here are
P3; and (5. Also note that every graph is Ps-c-heavy and Cs-c-heavy and there
exist 2-connected claw-free graphs which are non-hamiltonian. By Theorem 2
and the fact that every claw-free (claw-f-heavy) graph is claw-o-heavy, we can see
that Theorem 6 gives a complete solution to Problem 1.

We point out that a special case of our work results in a new proof of a
stronger version of Theorem 5.

Theorem 7. Let G be a 2-connected graph. If G is claw-o-heavy and N -c-heavy,
then G is hamiltonian.

Some previous theorems can also be obtained from this theorem as corollaries
in a unified way.

Corollary 1 [17]. Let G be a graph. If G is claw-f-heavy and N-c-heavy, then
G is hamiltonian.

Corollary 2 [20]. Let G be a graph. If G is claw-o-heavy and N-f-heavy, then
G is hamiltonian.

Corollary 3 [19]. Let G be a graph. If G is claw-f-heavy and B-f-heavy, then G
is hamiltonian.

Corollary 4 [2]. Let G be a graph. If G is claw-f-heavy and Z;-f-heavy, then G
s hamiltonian.

We remark that our methods used here are completely different from the ones
in [17, 18, 20]. We mainly use the claw-o-heavy closure theory introduced by Cada
[10], and many other results from the area of forbidden subgraphs. However, our
technique here is new, and it is heavily dependent on some new concepts and tools
developed by us recently. (See Lemma 7 in Section 2 for example.) We point
out that this is the first time to deal with hamiltonicity of graphs under pairs
of heavy subgraph conditions by using c-Closure theory systemically, compared
with several previous works in [2, 19, 17, 9, 18, 20, 21].

The rest of this paper is organized as follows. In Section 2, we will present
necessary and additional preliminaries (including the introduction to claw-free
closure theory, claw-o-heavy closure theory and a useful theorem of Brousek). In
Section 3, in the spirit of some previous works of Brousek et al. [8], we will study
the stability of some subclasses of the class of claw-o-heavy graphs. In Section 4,
by using the closure theory and a previous result of Brousek [7], we give the proof
of Theorem 6. In Section 5, one useful remark is given to conclude this paper.

2. PRELIMINARIES

The main tools in our paper are two kinds of closure theories introduced by
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Ryjacek [23] and Cada [10], respectively. These two closure theories are used
to study hamiltonian properties of claw-free graphs and claw-o-heavy graphs,
respectively. We will give some terminologies and notations with a prefix or
superscript r or ¢, respectively, to distinguish them.

r-Closure theory

Let G be a claw-free graph and x be a vertex of G. Following [23], we call x
an r-eligible vertex of G if N(x) induces a connected subgraph in G but not a
complete graph. The completion of G at x, denoted by G, is the graph obtained
from G by adding all missing edges uv with u,v € N(x).

Lemma 1 [23]. Let G be a claw-free graph and x be an r-eligible vertex of G.
Then

(1) the graph G, is claw-free, and

(2) the circumferences of G!, and G are equal.

The r-closure of a claw-free graph G, denoted by cl(G), is defined by a
sequence of graphs G1,Go,...,G,, and vertices x1, o, ..., 21 such that

(1) G1 =G, Gy =cl'(G),
(2) w; is an r-eligible vertex of G, Gi 1 = (Gy),,, 1 <i<t—1, and
(3) cI"(G) has no r-eligible vertices.

A claw-free graph G is r-closed if G has no r-eligible vertices, i.e., if cI'(G) = G.

Theorem 8 [23]. Let G be a claw-free graph. Then

(1) the r-closure cl'(G) is well defined,
(2) there is a Cs-free graph H such that cl'(G) is the line graph of H, and
(3) the circumferences of cI'(G) and G are equal.

It is not difficult to get the following (see [8]).

Lemma 2 [8]. Let G be a claw-free graph. Then cl'(G) is a K11 2-free supergraph
of G with the least number of edges.

Following [8], we say a family G of graphs is stable under the r-closure (or
shortly, r-stable) if for every graph in G, its r-closure is also in G. From Theorem
8, we can see that the class of all claw-free hamiltonian graphs and the class of
all claw-free non-hamiltonian graphs are r-stable.

c-Closure theory

Let G be a claw-o-heavy graph and let = € V(G). Let G’ be the graph obtained
from G by adding the missing edges uv with u,v € N(z) and {u,v} is a heavy
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pair of G. We call x a c-eligible vertex of G if N(x) is not a clique of G and one
of the following is true:

(1) G'[N(x)] is connected; or
(2) G'[N(z)] consists of two disjoint cliques C; and Co, and z is contained in a

heavy pair {z, z} of G such that zy;, zys € E(G) for some y; € C7 and yy € Cs.
Note that if G is claw-free, then an r-eligible vertex is also c-eligible.

Lemma 3 [10]. Let G be a claw-o-heavy graph and x be a c-eligible vertex of G.
Then

(1) for every verter y € N(z), dar (y) > dar (),
(2) the graph G’ is claw-o-heavy, and
(3) the circumferences of G, and G are equal.

The c-closure of a claw-o-heavy graph G, denoted by cl®(G), is defined by a
sequence of graphs G1,Go,...,G,, and vertices x1, xo, ..., 21 such that

(1) G1 =G, Gy = cl°(G),
(2) z; is a c-eligible vertex of G;, Gij+1 = (Gi);i, 1<:<t—-1,and
(3) cl°(G) has no c-eligible vertices.

Theorem 9 [10]. Let G be a claw-o-heavy graph. Then

(1) the c-closure cl°(G) is well defined,
(2) there is a Cs-free graph H such that c1°(G) is the line graph of H, and
(3) the circumferences of cl°(G) and G are equal.

A claw-o-heavy graph G is c-closed if cl°(G) = G. Note that every line graph
is claw-free (see [3]). This implies that cl°(G) is a claw-free graph. Also note
that for a claw-free graph, an r-eligible vertex is also c-eligible. This implies that
every c-closed graph is also r-closed.

Similarly as in the case of r-closure, we say a family G of graphs is stable
under the c-closure (or shortly, c-stable) if for every graph in G, its c-closure is
also in G.

The following lemma is an obvious but important fact, which can be deduced
from Lemma 14 in [10] easily.

Lemma 4 [10]. Let G be a claw-o-heavy graph. Then cl°(G) has no heavy pair.

Here we list some new concepts introduced by us recently in [21]. Let G be a
claw-o-heavy graph and C be a maximal clique of cl°(G). We call G[C] a region
of G. For a vertex v of G, we call v an interior vertex if it is contained in only
one region, and a frontier vertex if it is contained in two distinct regions.

A graph G is nonseparable if it is connected and has no cut-vertex (i.e., either
G is 2-connected, or G = Kj or K3). The following useful lemma originally
appeared as Lemma 2 in [21], and it plays the crucial role in our proofs.
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Lemma 5 [21]. Let G be a claw-o-heavy graph and R be a region of G. Then

(1) R is nonseparable,

(2) if v is a frontier vertexr of R, then v has an interior neighbor in R or R is
complete and has no interior vertices, and

(3) for any two vertices u,v € R, there is an induced path of G from u to v such
that every internal vertex of the path is an interior vertex of R.

Following [7], we define P to be the class of graphs obtained from two vertex-
disjoint triangles ajagaga; and bybabsb; by joining every pair of vertices {a;, b; }
by a path Py, where k; > 3 or by a triangle. We use Py, 4, ., to denote the graph
in P, where x; = k; if a; and b; are joined by a path Py, and x; = T if a; and b;
are joined by a triangle. Note that L1 = Prpr and Lo = P37 7.

We give the following useful result to finish this section.

Theorem 10 [7]. Every non-hamiltonian 2-connected claw-free graph contains
an induced subgraph G' € P.

3. STABLE CLASSES UNDER CLOSURE OPERATION

Brousek et al. [8] studied the graphs S such that the class of claw-free and S-
free graphs is r-stable. Before we present their result, we first remark that if .S
contains an induced claw or an induced K712, then the class of claw-free and
S-free graphs is trivially r-stable by Lemma 2. So in the following theorem we
assume that S is claw-free and K7 1 o-free.

Theorem 11 [8]. Let S be a connected claw-free and K 1 2-free graph of order
at least 3. Then the class of claw-free and S-free graphs is r-stable, if and only if

SG{Cg,H}U{Pi17;23}U{ZZ'Z’L'21}U{NZ‘7]‘71€2 ’L,],k‘Zl}

Figure 4. Graph H (hourglass).

In the spirit of previous works of Brousek et al. [8], we will consider the
c-stability of the class of claw-o-heavy and S-c-heavy graphs. Before showing our
results about this topic, we first remark the following trivial facts.

If S is the join of a complete graph and an empty graph (specially, if S is
a complete graph or a star), then for every maximal clique C' of S, S — C has
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only trivial components. Thus by our definition, every graph will be S-c-heavy.
Moreover, by our definition of c-stability, the class of claw-o-heavy and S-c-heavy
graphs is c-stable. In the following, we will characterize all the other graphs S
such that the class of claw-o-heavy and S-c-heavy graphs is c-stable.

a [0} a Qi— Q; a

¢l e2 e . e—l ¢’ 1
P

b a

a a Qi—1 G b c

.1 . 1 ¢

& bl C1
Z; N

Figure 5. Graphs P;, Z; and N.

For a vertex z of a graph G, we set Bg(x) = {uv : u,v € N(z) and uv ¢
E(G)}. For convenience, we say a vertex or a pair of nonadjacent vertices is light
if it is not heavy.

Theorem 12. Let G be a claw-o-heavy and P;-c-heavy graph, i > 4, and x be a
c-eligible vertex of G. Then G, is P;-c-heavy.

Proof. Let P be an induced P; of G/,. We denote the vertices of P as in Figure
5, and will prove that one vertex of {aj,as} is heavy in G/, and one vertex of
{ai—1,a:} is heavy in G,. Note that dgr (v) > d(v) for every vertex v € V(G). If
P is also an induced subgraph of G, then P is c-heavy in GG, and then, is c-heavy
in G’. So we assume that P is not an induced subgraph of G, which implies
that E(P)N Bg(x) # 0. Suppose that ajaji; is an edge in E(P) N Bg(z), where
1<j<i-1

Since N(z) is a clique in G',, N(z) NV (P) = {a;, a;+1} and there is only one
edge in E(P)N Bg(x). If j > 2, then P/ = a1as - - - ajxajq1 -+ - a;— is an induced
P; of G. Since G is P;-c-heavy, one vertex of {ai,as} is heavy in G, and then, is
heavy in G!. If j = 1, then P/ = ayzag---a;—1 is an induced P; of G. Thus one
vertex of {a1,x} is heavy in G. Note that dg: (a1) > dgr (z) = d(z) (see Lemma
3). Thus a is heavy in G’.. Hence in any case, we have shown that one vertex
of {ay,as} is heavy in G. By the symmetry, we can prove that one vertex of
{ai—1,a;} is heavy in G, |

Note that every c-closed graph has no heavy pairs, and note that every c-
heavy P; with ¢ > 5 must have a heavy pair. By Theorem 12, we have

Corollary 5. Let G be a claw-o-heavy and P;-c-heavy graph with i > 5. Then
cl(G) is P;-free.
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Corollary 6. For i > 3, the class of claw-o-heavy and P;-c-heavy graphs is c-
stable.

There are no counterpart results of Theorem 12 for the graph Z;. In fact,
there exist claw-free and Z;-free graphs G with an r-eligible vertex x such that
G/, is not Z;-free, see [8]. However, we can prove that the class of claw-o-heavy
and Z;-c-heavy graphs is also c-stable for ¢ # 2.

Theorem 13. Let G be a claw-o-heavy and Zi-c-heavy graph. Then cl°(G) is
also Z1-c-heavy.

Proof. Let Z be an induced Z; in cl°(G). We denote the vertices of Z as in
Figure 5. We will prove that either b or c is heavy.

Claim 1. Let R be a region of G and x € V(R) be a frontier vertex. If y,y' are
two neighbors of x in R, then one vertex in {y,y'} is heavy in G.

Proof. Let z be a neighbor of z in G — R. Clearly yz,y'z ¢ E(G). If yy' € E(G),
then the subgraph of G induced by {z,y,v’, 2} is a Z;. Since G is Zj-c-heavy,
either y or ¢/ is heavy in G. Now we assume that yy’ ¢ F(G). Then the subgraph
of G induced by {z,y,v’, z} is a claw. Note that {y, z} and {¢/, z} are not heavy
pairs in cl°(G), and then, are not heavy pairs in G. This implies that {y,y'} is a
heavy pair of G. Thus either y or 3/ is heavy in G. 0

Suppose that both b and ¢ are light. Let R be the region of G containing
{a,b,c}. Note that R is a clique in cl°(G). If |[V(R)| > |[V(G)|/2 + 1, then b is
heavy in cl°(G), a contradiction. So we assume that |[V(R)| < (|[V(G)] + 1)/2.
This implies that every interior vertex of R is light in cl°(G), and also, light in G.

If R has no interior vertex, then by Lemma 5, R is a clique in G. By Claim 1,
either b or c¢ is heavy in G, a contradiction. So we assume that R has an interior
vertex. By Lemma 5, R has an interior vertex adjacent to a. Since a has at least
two neighbors in R, we may choose two neighbors z,y of a in R such that x is
an interior vertex of R. Note that x is light in G. By Claim 1, y is heavy in G.
Recall that b, ¢ and every interior vertex of R are light. Hence y # b,c and y is a
frontier vertex of R.

If both by and cy are in E(G), then by Claim 1, either b or ¢ is heavy in G,
a contradiction. So we conclude that by ¢ E(G) or cy ¢ E(G).

If dg_r(y) =1, then d(y) = dr(y) +1 < |[V(R)| —2+1 < (n —1)/2. Hence
y is light in G, a contradiction. So we conclude that dg_g(y) > 2. Also note
that dgr(y) > 2 by Lemma 5. Let 2/,2” be two vertices in Nr(y) and ¢/, y” be
two vertices in Ng_g(y). By Claim 1, one vertex of {z/,2"} is heavy in G, and
one vertex of {y/,y”} is heavy in G. We assume without loss of generality that
2',y are heavy in G. Then {2/, y'} is a heavy pair in G, and also is a heavy pair
of cl°(G), a contradiction. |
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Theorem 14. Let G be a claw-o-heavy and Z;-c-heavy graph with ¢ > 3. Then
cl(G) is Z;-free.

Proof. The proof is almost the same as the proof of Lemma 3 in [21]. The only
difference occurs when we find an induced Z; in cl®(G), instead of a Z3 as done
in the proof of Lemma 3 in [21], and when we use the c-heavy condition, instead
of the f-heavy condition. But we still shall carry it in full, due to some specific
details and the integrity of this paper. Now we give the proof along the outline
in [21] step by step.

Suppose the contrary. Let Z be an induced Z; in cl°(G). We denote the
vertices of Z as in Figure 5. Let R be the region of G containing {a, b, c}. Proofs
of the first two claims are almost the same as of Claims 1 and 2 in the proof of
Lemma 3 in [21].

Claim 1 [21, Claim 1 in the proof of Lemma 3]. |[Nr(a2) U Ng(as3)| < 1.

Proof. Note that every vertex in G — R has at most one neighbor in R. If
Ng(az) = 0, then the assertion is obviously true. Now we assume that Ng(az) #
(. Let = be the vertex in Ng(az). Clearly z # a and a1z ¢ E(cl®(Q)). If azx ¢
E(cl°(@)), then {a2,a1,as,z} induces a claw in cl°(G), a contradiction. This
implies that azz € E(cl°(G)), and z is the unique vertex in N (g)(az) NV (R).
Thus Ng(a2) U Ng(ag) = {x}. 0

We denote by Ir the set of interior vertices of R, and by F’r the set of frontier
vertices of R.
Claim 2 |21, Claim 2 in the proof of Lemma 3]. Let x,y be two vertices in R.

(1) If {z,y} is a heavy pair of G, then x,y have two common neighbors in Ig.
(2) If z,y € IrU{a}, xy € E(GQ) and d(x)+d(y) > n, then x,y have a common
neighbor in Ig.

Proof. (1) Note that every vertex in Fr has at least one neighbor in G —
R, and every vertex in G — R has at most one neighbor in Fr. We have

ING—r(Fr\{z,y})| = [Fr\{z,y}|. Also note that n = [Ir\{z,y}|+[Fr\{z, y}|+
V(G — R)| + 2. Thus
n < d(z) +d(y)

=dr,(v) + dr,(y) + dpy(2) + dpg (y) + de—r(2) + da—r(Y)

<drg(z) +dig(y) + 2[Fr\{z,y}| + de—r(2) + dc—r(Y)

<drg(z) +dig(y) + [Fr\{z, y}| + [No—r(Fr\{z,y})|

+ |Ng-r(z)| + |Na-r(®)|
= dry(2) +diz(y) + [FrR\{z,y}| + |[Nc—r(FR)|
< drg(x) +drg(y) + [Fr\{z, y}| + V(G — R)],
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and

drg(z) + drs(y) = 0 — |[Fr\{z, y}| = V(G = R)| = [[r\{z,y}| + 2.

This implies that =,y have two common neighbors in Ig.
(2) Note that if as,a3 € Ng_gr(R), then they have a common neighbor in
Fr\{a}. By Claim 1, we can see that

V(G = R)| = |[Fr| + 1 and |[V(G — R)\Ng-r(a)| = |Fr\{a}| + 1.
If x,y € IR, then

n < d(z) +d(y) = diy () + di (y) + drg () + dig ()
< dry(2) + di (y) +2|Fp| < diy (%) + drg (y) + |FR| + V(G = R)[ — 1,

and
drg(z) +dig(y) > n— |Fr| = |[V(G = R)|+ 1= [Ig| + 1.

This implies that x,y have a common neighbor in Ig.
If one of z,y, say vy, is equal to a, then

n < d(@) + d(a) = dry(2) + i, (a) + diy (7) + dry (@) + dg—r(a)
<dj,(z) +dj,(a) + |Fr| + |Fr\{a}| + dg—r(a)
< dig(z) +dig(a) + |[Fr| + V(G — R)\Ne-r(a)| = 1 + |[Ng—r(a)|
<dr,(z) +dr,(a) + |Fg| + |V(G — R)| — 1,

and
dip(®) +dip(a) > n = |Fg| = |V(G = R)| + 1= |Ig| + 1.

This implies that z,a have a common neighbor in Ig. 0

From here, the main difference from the proof presented here and the proof
of Lemma 3 in [21] occurs, considering that we would find an induced Z; and use
the Z;-c-heavy condition here.

By Lemma 5, G has an induced path P from a to a; such that every vertex
of P is either in {a; : 0 < j < i} or an interior vertex of some regions (we set
ap = a). Let a,a},d),...,a, be the first i + 1 vertices of P. Note that every
vertex a} is nonadjacent to every vertex in {b, c} U Ig. If abca is also a triangle in
G, then {a,b,c,a,...,a;} induces a Z; in G. Thus one vertex of {b, c} is heavy
in G and one of {a,_,,a;} is heavy in G. We assume without loss of generality
that b, a]_; are heavy in G, and then, also are heavy in cl°(G). Then {b,a,_,} is
a heavy pair in cl°(G), a contradiction. So we only consider the case one edge of
{ab, be, ac} does not exist in G.
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If Ir = 0, then R is a clique in G, and ab,bc,ac € E(G), a contradiction.
Thus, I # (). By Lemma 5, a has a neighbor in Ig.

Claim 3 [21, Claim 3 in the proof of Lemma 3]. dj,(a) = 1.

Proof. If a is contained in a triangle azya such that x,y € Ig, then {a,z,y,d],
..,a,} induces a Z; in G. Thus one vertex of {z,y} is heavy in G and one vertex
of {a}_y,a}} is heavy in G, a contradiction. Hence, Ny, (a) is an independent set.
Suppose that dj,(a) > 2. Let z,y be two vertices in Ny, (a). Then zy ¢
E(G). Since {a,z,y,a}} induces a claw in G, and {a},x}, {a),y} are not heavy
pairs of G, it follows {z,y} is a heavy pair of G. Without loss of generality,
suppose that x is heavy in G.

If @ is also heavy in G, then by Claim 2, a,z have a common neighbor in Ip,
contradicting the fact that Ny, (a) is independent. So we conclude that a is light
in G.

Since {z, y} is a heavy pair of G, by Claim 2, z, y have two common neighbors
in Ip. Let 2/,y be two vertices in Ny, (z) N Ny, (y). Clearly az’,ay’ ¢ E(G).

If 'y’ € E(G), then {z,2',y',a,d),...,a;_;} induces a Z; in G. Thus one
vertex of {a]_,,a}_;} is heavy in G. This implies either {z,a, ,} or {z,a,_,}isa
heavy pair of G, and also a heavy pair of cl°(G), a contradiction. So we conclude
that 2’y ¢ E(Q).

Note that {z,2’,y, a} induces a claw in G, and a is light in G. So one vertex
of {o/,y'} is heavy in G. We assume without loss of generality that 2’ is heavy
in G. By Claim 2, 2,2’ have a common neighbor x” in Ig. Clearly ax” ¢ E(G).
Thus {z,2',2",a,d},...,a,_;} induces a Z;, and hence one vertex of {a}_,,al_;}
is heavy in G, a contradiction. 0

Now let « be the vertex in Ny, (a). The left part is almost the same as in the
proof of Lemma 3 in [21]. We rewrite it here.

Claim 4 [21, Claim 4 in the proof of Lemma 3]. Ng(a) = V(R)\{a}.

Proof. Suppose that (V(R)\{a})\Nr(a) # 0. By Lemma 5, R — x is connected.
Let y be a vertex in (V(R)\{a})\Nr(a) such that a,y have a common neighbor
zin R — z. Since Ny,(a) = {z} and z € Ng(a)\{z}, z is a frontier vertex of
R. Let 2’ be a vertex in Ng_g(z). Then {z,y,a, 2’} induces a claw in G. Since
{a,2'}, {y, 2’} are not heavy pairs of G, {a,y} is a heavy pair of G. By Claim 2,
a,y have two common neighbors in I, contradicting Claim 3. O

By Claims 3 and 4, we can see that |Ig| = 1. Recall that one edge of {ab,
be,act is not in E(G). By Claim 4, ab,ac € E(G). This implies that be ¢ E(G),
and {a,b,c,a}} induces a claw in G. Since {b,d}}, {c,a}} are not heavy pairs of
G, {b,c} is a heavy pair of G. By Claim 2, b, ¢ have two common neighbors in
IR, contradicting the fact that |Ig| = 1. |
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Corollary 7. Fori =1 ori > 3, the class of claw-o-heavy and Z;-c-heavy graphs
s c-stable.

Theorem 15. Let S be a connected claw-free and K 1 2-free graph of order at
least 3. Then the class of claw-o-heavy and S-c-heavy graphs is c-stable, if and
only if

Se{K;:i>3YU{P:i>3}U{Z;:i=1ori>3}.

Proof. If S = K;, ¢ > 3, then every graph is S-c-heavy, and the class of claw-
o-heavy and S-c-heavy graphs is c-stable. If S = F;, ¢t >3 or S =2;,i =1
or i > 3, then by Corollaries 6 and 7, the class of claw-o-heavy and S-c-heavy
graphs is c-stable. This completes the ‘if’ part of the proof.

Now we consider the ‘only if” part of the theorem. We first construct some
claw-o-heavy graphs as in Figure 6.

ar b2 Ca
K
V(G by c
Gy (r>3)

d g dyrdy
[

o o1

ol ey
°

Gs (t > max{i,j, k} and r > 4¢)
Figure 6. Some claw-o-heavy graphs.

Suppose S is a claw-free and K 1 2-free graph such that the class of claw-

o-heavy and S-c-heavy graphs is c-stable. Consider the case where the class of
claw-free and S-free graphs is r-stable. By Theorem 11, S € {C3, H} U{P; : i >
13U{Z; 1 > 1y U{N; ik : 1,7,k > 1}. Now we will explain why the graphs in
Figure 6 are the required graphs.
e The graph G is Zs-c-heavy, and the closure cl°(G1) is obtained by adding all
possible edges between vertices in the V(K,) U {a1,...,a,,b1,b2}. Notice that
the subgraph of cl°(G1) induced by {ai, a2, b1, c1,ca} is a Zy which is not c-heavy
in cl®(Gy).
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e The graph G is N-c-heavy, and the closure cl°(G2) is obtained by adding
all possible edges between vertices in the V(K,) U {a1,...,a4}. Notice that the
subgraph of cl®(G2) induced by {ay, b1, as,bs, as,bs} is an N which is not c-heavy
in cl°(G2) (noting that ag, as are not heavy in cl°(Q)).

e The graph G3 is N; jp-c-heavy for max{s,j, k} > 2 (in fact, it is N; j p-free),
and the closure cl°(G3) is obtained by adding all possible edges between vertices
in the V(K,) U {ag, by, co,dp}. Notice that the subgraph of cl°(G3) induced by
{ag, ... ,as,bo,...,bj,co,...,cr} is an Nj;p which is not c-heavy in cl(G3).

e The graph Gy is H-c-heavy (max{i,j,k} > 2) (in fact, it is H-free), and
the closure cl®(Gy4) is obtained by adding all possible edges between vertices
in the V(K,) U {a1,...,as}. Notice that the subgraph of cl°(G4) induced by
{ay,a2,b1,c1,c2} is an H which is not c-heavy in cl®(Gy).

Thus, we can see S'is C3, P;, 1> 1or Z;, i =1o0r i > 3.

Next we consider the case where the class of claw-free and S-free graphs is
not r-stable. Let G’ be a claw-free and S-free graph such that cl'(G) is not S-free.
Let G be the disjoint union of G’ and an empty graph of order |V(G’)|. Clearly G
is claw-free and S-free, and then, claw-o-heavy and S-c-heavy. Let G;, 1 < i <,
be the sequence of graphs in the definition of the c-closure of G, where G = G;
and cl°(G) = G,. Note that for every i, every vertex of GG; has degree less than
|V(G)|/2. This implies that the c-eligible vertices of G; are exactly the r-eligible
ones. Thus cl®(G) = cI'(G) and cl°(G) contains an induced S. Note that cl°(G)
has no heavy vertex. If S has a maximal clique C such that S — C has a nontrivial
component, then the induced S in cl®(G) is not c-heavy, a contradiction. So we
conclude that for every maximal clique C of S, S — C has only isolated vertex.

Let C' be a maximal clique of S. If V(S)\V(C) = 0, then S is a complete
graph Kj. Now we consider the case that V(S)\V(C) # (. Note that every
vertex of S — C is an isolated vertex. Let x be a vertex in S — C. Since C' is a
maximal clique, C\Ng(z) # 0. If |C\Ng(z)| > 2, then let C’ be a maximal clique
of S containing z. Then S —C’ will have a nontrivial component, a contradiction.
So we conclude that |C\Ng(z)| = 1. Let y be the vertex in C\Ng(z). By our
assumption that S is connected, we obtain |C| > 2. If |C| > 3, letting z, 2" be
two vertices of C\{y}, then {z,y,z, 2’} induces a Kj 12 of S, a contradiction.
Thus we conclude that C' has exactly two vertices. Let z be the vertex of C' other
than y. Note that C' = (C' U {z})\{y} is a maximal clique of S. Every vertex of
S — (" is nonadjacent to y. If S— C has a vertex w other than x, then {2z, z,y, w}
induces a claw in .S, a contradiction. This implies that S — C has only one vertex
x, and S = P3, a contradiction. [

By Theorem 15, the class of claw-o-heavy and N-c-heavy graphs is not c-
stable. However, we have a slightly larger class of graphs which is c-stable.
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Let G be a graph and M be an induced N in G. We denote the vertices of M
as in Figure 5. Note that M is c-heavy in G if and only if there are two vertices
u,v of M which are heavy in G such that {u,v} ¢ {{a,a1},{b,b1},{c,c1}}.
Now we say that M is p-heavy in G if there are two vertices u,v of M with
d(u) +d(v) > n, such that {u,v} ¢ {{a,a1},{b,01},{c,c1}}. Also, we say that G
is N-p-heavy if every induced N in G is p-heavy. Note that an N-c-heavy graph
is also N-p-heavy.

Now we prove that the class of claw-o-heavy and N-p-heavy graphs is c-stable.

Theorem 16. Let G be a claw-o-heavy and N -p-heavy graph, and x be a c-eligible
vertez of G. Then G, is N-p-heavy.

Proof. Let M be an induced N in G!. We will prove that M is p-heavy. We
denote the vertices of M as in Figure 5. Let n = |V(G)|. If M is also an induced
subgraph of G, then M is p-heavy in G, and then, is p-heavy in G.

Now we consider the case F(M) N Bg(x) # (. First suppose that aa; €
Bg(x). Note that N(x) is a clique in G%. This implies that N(z) N V(M) =
{a,a1}. Thus {a,x,b,b1,c,c1} induces an N in G. Since G is N-p-heavy and
dar (a) > dgr (z) > d(z), M is p-heavy in G,. Now we consider the case aa; ¢
Bg(G), and similarly, bby,cc; ¢ Bg(G). Thus at least one edge in {ab, ac, bc} is
in Bg(x).

If |Bg(z) N {ab,ac,bc}| = 1, then, without loss of generality, suppose that
ab € Bg(x). Then {c,a,b,c1} induces a claw. Thus one of the three pairs {a, b},
{a,c1},{b,c1} is a heavy pair in G, and then has degree sum at least n in G7,.
Hence M is p-heavy in GY,.

If |Bg(z) N {ab,ac,bc}| = 2, then, without loss of generality, suppose that
ab,ac € Bg(x). Then {x,a,b,b1,c,c1} induces an N. Thus there are two vertices
w,v in {x,a,b,bi,c,c1} such that {u,v} ¢ {{z,a},{b,b1},{c,c1}}, with degree
sum at least n in G. Since dgr (a) > d(x), we can see that M is p-heavy.

If | Bg(z) n{ab, ac,bc}| = 3, then all the three edges {ab, ac, bc} are in Bg(x),
which implies that {x,a,b, c} induces a claw in G. So, one pair of {{a,b}, {a,c},
{b,c}} is a heavy pair in G, and then has degree sum at least n in G’,. Hence,
M is p-heavy in G |

Corollary 8. The class of claw-o-heavy and N -p-heavy graphs is c-stable.

4. PROOF OF THEOREM 6

Note that every graph is Ps-c-heavy and Cs-c-heavy, and there indeed exist some
2-connected claw-o-heavy graphs which are not hamiltonian. The ‘only if’ part
of the theorem can be deduced by Theorem 2 immediately. Now we prove the ‘if’
part of the theorem.
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The cases S = Py, P5, Ps
Note that every P,-c-heavy graph is Ps-c-heavy and every Ps-c-heavy graph is
Ps-c-heavy. We only need to prove the case S = Fs.

Let G be a claw-o-heavy and Fs-c-heavy graph. By Theorem 9 and Corollary
6, cl°(G) is claw-free and Ps-free. By Theorem 1, cl°(G) is hamiltonian, and by
Theorem 9, so is G.

The cases S = Z;, B, N

Note that every Zj-c-heavy graph is B-c-heavy and every B-c-heavy graph is
N-c-heavy. We only need deal with the case S = N.

Let G be a claw-o-heavy and N-c-heavy graph. Note that every IN-c-heavy
graph is also N-p-heavy. By Theorem 9 and Corollary 8, cl°(G) is claw-free and
N-p-heavy. If cl°(G) is hamiltonian, then so is G. So we assume that cl°(G)
is not hamiltonian. Since cl®(G) is 2-connected and claw-free, by Theorem 10,
cl(G) has an induced subgraph in P. We use the notation a;, b;, i = 1,2,3, as in
Section 2 and let n = [V (G)|.

Note that cl°(G) has no heavy pair. Since cl®(G) is N-p-heavy, every induced
N of cl°(G) has two vertices in its triangle with degree sum at least n. Since both
triangles ajagasa; and b1bobsb; are contained in some induced N of cl°(G), two
vertices of {a1, a2, a3} have degree sum at least n and two vertices of {b1,be, b3}
have degree sum at least n. We assume without loss of generality that a; has
the maximum degree in cl°(G) among all the six vertices. Then two pairs of
{{a1,b1},{a1,b2},{ai,b3}} have degree sum at least n. Since a; is nonadjacent
to by, bs, cl°(G) has a heavy pair, a contradiction.

The cases S = Z;, W

Note that every Zs-c-heavy graph is W-c-heavy. We only need to prove the case
S = W. If G is W-c-heavy, then it is also W-o-heavy. By Theorem 3, G is
hamiltonian.

The case S = Z3

Let G be a claw-o-heavy and Zs-c-heavy graph. By Theorem 9 and Theorem
14, cl°(G) is claw-free and Zs-free. By Theorem 1, cl°(G) is hamiltonian or
cl°(G) = Ly or La (see Figure 1). If cI(G) = L; or Lg, then G has no c-eligible
vertices (any c-eligible vertex of G is an interior vertex and of degree at least 3
in cl°(@)). Thus G = cl°(G) = Ly or Ly, contradicting the assumption n > 10.

5. ONE REMARK

In fact, in this paper we prove the following theorem, which is a common extension
of the case S = N in Theorems 3, 4 and 6.
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Theorem 17. Let G be a 2-connected graph. If G is claw-o-heavy and N -p-heavy,
then G is hamiltonian.
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