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Abstract

For k ∈ Z+ and G a simple, connected graph, a k-radio labeling f :
V (G) → Z+ of G requires all pairs of distinct vertices u and v to satisfy
|f(u) − f(v)| ≥ k + 1 − d(u, v). We consider k-radio labelings of G when
k = diam(G). In this setting, f is injective; if f is also surjective onto
{1, 2, . . . , |V (G)|}, then f is a consecutive radio labeling. Graphs that can
be labeled with such a labeling are called radio graceful. In this paper, we
give two results on the existence of radio graceful Hamming graphs. The
main result shows that the Cartesian product of t copies of a complete graph
is radio graceful for certain t. Graphs of this form provide infinitely many
examples of radio graceful graphs of arbitrary diameter. We also show that
these graphs are not radio graceful for large t.

Keywords: radio labeling, radio graceful graph, Hamming graph.

2010 Mathematics Subject Classification: 05C78.

1. Introduction

Radio labeling has its historical roots in the problem of optimally assigning ra-
dio frequencies to transmitters, called the Channel Assignment Problem. In this
context, an optimal assignment is one that minimizes interference that can be cre-
ated when geographically close radio transmitters have an insufficient difference
in their radio frequencies. The problem was framed in terms of graph labeling
by Hale in 1980 ([9]), and several variations have been defined and studied since.
Two notable examples are L(2, 1)-labeling and radio labeling, first introduced
in [8] and [2], respectively. Both are examples of k-radio labelings, defined by
Chartrand and Zhang in [3].

Given a simple, connected graph G with vertex set V (G) and k ∈ Z+, a
labeling f : V (G) → Z+ is a k-radio labeling if f satisfies the inequality

|f(u)− f(v)| ≥ k + 1− d(u, v)
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for all distinct u, v ∈ V (G). Under this definition, 1-radio labeling is equivalent to
vertex coloring, and 2-radio labeling (known by several names including L(2, 1)-
labeling) is another related labeling that has likewise been a central focus of study
(for a survey, see [21]). In this paper we work with radio labeling, which is k-radio
labeling when k is maximized at diameter1.

Definition. For a simple, connected graph G, a labeling f : V (G) → Z+ is a
radio labeling of G if it satisfies

(1) |f(u)− f(v)| ≥ diam(G) + 1− d(u, v)

for all distinct vertices u, v ∈ V (G). Inequality (1) is called the radio condition.

The span of a labeling f is the largest element in the range of f ; the minimal
possible span of any radio labeling for a fixed graph G is called the radio number

of G (2), and is denoted rn(G). The main objective is to find formulas or bounds
for the radio numbers of families of graphs. Two of the first of these results
were formulas for paths and cycles (Liu and Zhu [13]), and results for other types
of graphs include [1, 4, 10–12, 14–19] and [20]. The computational complexity
of k-radio labeling has been studied with partial results (e.g., [5]) and remains
unknown in general. In practice, the problem was well-summarized by Liu and
Zhu in [13]: “It is surprising that determining the radio number seems a difficult
problem even for some basic families of graphs.”

Radio labeling differs from all other k-radio labeling in that it is necessarily
injective (from which we see rn(G) ≥ |V (G)|). We will be interested in graphs G
for which a surjective radio labeling f : V (G) → {1, 2, . . . , n} exists.

Definition. A radio labeling f of a graph G is a consecutive radio labeling of G
if f(V (G)) = {1, 2, . . . , |V (G)|}. A graph for which a consecutive radio labeling
exists is called radio graceful.

Equivalently, G is radio graceful if rn(G) = |V (G)|. The term “radio grace-
ful” was introduced by Sooryanarayana and Ranghunath in [19]. We will use the
language “G has a consecutive radio labeling” and “G is radio graceful” inter-
changeably.

Related definitions have been given for some of the other k-radio labelings, in-
cluding full colorings and no-hole colorings for L(2, 1)-labeling (Fishburn, Roberts
in [6] and [7]). This study has direct connections to consecutive radio labeling
when diam(G) = 2, which we do not limit ourselves to here. However, the results

1We typically bound k above by diam(G) because of its natural relationship to distance in G.
2We use the convention that the codomain of a radio labeling is Z+, while some authors use

a codomain of Z+∪{0}. Radio numbers under the former convention are one greater than those
under the latter convention.
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about diameter two graphs we establish apply to L(2, 1)-labeling in addition to
radio labeling.

The complete graphs Kn are trivial examples of radio graceful graphs (any
injective labeling with consecutive integers satisfies the radio condition for Kn),
and the Petersen graph is another well-known example. Higher diameter exam-
ples are desirable because they are more specialized. Observe that if V (G) =
{v1, v2, . . . , vn}, then G is radio graceful if and only if there exists an ordering
x1, x2, . . . , xn of its vertices such that

(2) d(xi, xi+∆) ≥ diam(G)−∆+ 1

for all ∆ ∈ {1, 2, . . . , diam(G)}, i ∈ {1, 2, . . . , n − ∆}. In particular, when
diam(G) = 2, G is radio graceful if and only if the complement of G has a Hamil-
tonian path. The larger the diameter, the more values of ∆ must be considered
when checking that an ordering satisfies (2).

The main result of this paper establishes the existence of radio graceful graphs
of arbitrary diameter, a fact previously unknown. It employs the Cartesian prod-
uct of graphs. The Cartesian product of graphs G and H, denoted G�H, has
vertex set V (G) × V (H), and has edges defined by the following property. Ver-
tices (u, v), (u′, v′) ∈ V (G�H) are adjacent if u = u′ and v is adjacent to v′ in
H, or if v = v′ and u is adjacent to u′ in G. The Cartesian product of t copies of
a graph G is denoted Gt.

Theorem 1. Let n ∈ Z, n ≥ 3, and t ∈ {1, 2, . . . , n}. Then Kt
n is radio graceful.3

We remind the reader that diam(G�H) = diam(G)+diam(H) and therefore
diam(Kt

n) = t. By choosing t = n, for example, this theorem shows the existence
of radio graceful graphs of arbitrary diameter, as advertised. In fact, the theorem
gives infinitely many examples of radio graceful graphs of any specified diameter.

These graphsKt
n show up as Hamming graphs, which are of interest in coding

theory.

Definition. A Hamming graph is a graph of the formKn1
�Kn2

� · · ·�Knd
where

n1, n2, . . . , nd are (not necessarily distinct) integers with both d ≥ 2 and ni ≥ 2
for all i.

Another result we give states that a Hamming graph with n1, n2, . . . , nd rel-
atively prime is radio graceful.

2. Preliminaries

Graphs are assumed simple and connected unless otherwise stated. We denote
the distance between x and y in G by dG(x, y), or, where no ambiguity is created,

3The n ≥ 3 condition is required; it is easily checked that K2
2 is not radio graceful.
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by d(x, y). We use the convention throughout that a(mod n) ∈ {1, 2, . . . , n} for
all a ∈ Z.

Given an ordering x1, x2, . . . , xn of the vertices of G, we can always construct
a radio labeling f with the property that f(xi) < f(xj) for all i < j. The radio
labeling of minimal span that satisfies this property is called the radio labeling
induced by the ordering. In particular, if the ordering x1, x2, . . . , xn of V (G)
induces a consecutive radio labeling of G, then f(xi) = i is that induced labeling.

We will apply the following strategy for proving that a graph G is radio
graceful: (1) Give a list of vertices of G, (2) prove that the given list is an ordering
(i.e., no repetition, no exclusion) of V (G), and (3) prove that this ordering induces
a consecutive radio labeling. As vertices of a Cartesian product of t graphs are
represented by t-tuples, it will be useful (particularly in the third step) to keep
track of the number of instances where two vertices have identical entries. Thus,
we define a function π(xi, xj) which counts the number of coordinates over which
vertices xi and xj agree.

Definition. Let G = G1�G2� · · ·�Gt. For xi ∈ V (G), let the coordinate rep-
resentation of xi be xi = (xi1 , xi2 , . . . , xit). Then we define

π(xi, xj) : V (G)× V (G) → {0, 1, . . . , t}

by π(xi, xj) =
t

∑

k=1

πk(xi, xj) where πk(xi, xj) =

{

1 if xik = xjk
0 otherwise

.

Using this definition we see that, for t ∈ Z+,

(3) dGt(xi, xj) =
t

∑

k=1

dG(xik , xjk) ≤ diam(G)(t− π(xi, xj)),

and for a Hamming graph H = Kn1
�Kn2

� · · ·�Knt ,

(4) dH(xi, xj) = t− π(xi, xj).

Proposition 2. Let G be a graph of order n, let t ∈ Z+, and let x1, x2, . . . , xnt

be an ordering of V (Gt) that induces a consecutive radio labeling of Gt. Then

π(xi, xj) ≤
|i− j| − 1

diam(G)
for all i, j ∈ {1, 2, . . . , nt}.

Proof. As x1, x2, . . . , xnt is an ordering of V (Gt) that induces a consecutive
radio labeling of Gt, f : V (Gt) → Z+ defined by f(xi) = i must satisfy the radio
condition:

d(xi, xj) ≥ diam(Gt)− |f(xi)− f(xj)|+ 1 = t · diam(G)− |i− j|+ 1.
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Combining this bound on d(xi, xj) with the one given in (3),

t · diam(G)− |i− j|+ 1 ≤ diam(G)(t− π(xi, xj)).

Thus, π(xi, xj) ≤
|i− j| − 1

diam(G)
.

Proposition 3. Let H be the Hamming graph Kn1
�Kn2

� · · ·�Knt of order N .

An ordering x1, x2, . . . xN of V (H) induces a consecutive radio labeling of H if

and only if π(xi, xj) ≤ |i− j| − 1 for all i, j ∈ {1, 2, . . . , N}.

Proof. (⇒) The proof is nearly identical to that of Proposition 2, using (4)
rather than (3), and noting that diam(Kni

) = 1 for all i ∈ {1, 2, . . . , t}.

(⇐) Let π(xi, xj) ≤ |i− j| − 1 for all i, j ∈ {1, 2, . . . , N}. Then

t− |i− j|+ 1 ≤ t− π(xi, xj).

Since t = diam(H) and t− π(xi, xj) = d(xi, xj), we have

diam(H)− |i− j|+ 1 ≤ d(xi, xj).

Thus, diam(H) + 1− d(xi, xj) ≤ |i− j| = |f(xi)− f(xj)|.

Therefore, the labeling f : V (H) → Z+ defined by f(xi) = i satisfies the
radio condition.

3. Kt
n Is Radio Graceful for Some t

In this section we establish our main result, starting with step one: defining what
will end up being an ordering of V (Kt

n) that induces a consecutive radio labeling
of Kt

n.

3.1. Definition of x1, x2, . . . , xnt

Let n ≥ 3, and let V (Kn) = {v1, v2, . . . , vn}. Consider K
t
n where t ∈ {1, 2, . . . , n}.

We describe a list of the vertices of Kt
n in groups of n vertices at a time, organized

as n × t matrices. The first n vertices are given by the rows of the matrix

A(1) =
[

a
(1)
i,j

]

defined by

A(1) =











v1 v1 . . . v1
v2 v2 . . . v2
...

...
. . .

...
vn vn . . . vn











.
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We will create a total of nt−1 matrices: A(1), A(2), . . . , A(nt−1). To produce
A(k), 2 ≤ k ≤ nt−1, we first determine p, the largest integer such that k ≡ 1
(mod np). (Note that p = 0 will satisfy the equivalence for all k.) Then A(k) is
the n× t matrix made up of entries

a
(k)
i,j =

{

σ
(

a
(k−1)
i,j

)

if j = t− p,

a
(k−1)
i,j otherwise,

where σ ∈ SV (Kn) is the n-cycle (v1v2 · · · vn). Observe that, for each k ∈ {2, 3,

. . . , nt−1}, A(k) is identical to A(k−1) except for a single column which differs by
an application of σ. If 2 ≤ k ≤ nt−1, and k ≡ 1 (mod np), then p ≤ t − 2.
Consequently, σ is never applied to the first column during the construction of
these matrices. (We note now, as it will be important later, that this implies all
of the matrices A(1), A(2), . . . , A(nt−1) have the same first column.)

The list x1, x2, . . . , xnt is given by the rows of the matrices in the natural
way: if i = bn+ c, c ∈ {1, 2, . . . , n}, then

(5) xi = xbn+c =
(

a
(b+1)
c,1 , a

(b+1)
c,2 , . . . , a

(b+1)
c,t

)

.

For example, the list of vertices x1, x2, . . . , x27 for K3
3 is given in Table 1.

x1 : (v1, v1, v1)
x2 : (v2, v2, v2)
x3 : (v3, v3, v3)

x10 : (v1, v2, v3)
x11 : (v2, v3, v1)
x12 : (v3, v1, v2)

x19 : (v1, v3, v2)
x20 : (v2, v1, v3)
x21 : (v3, v2, v1)

x4 : (v1, v1, v2)
x5 : (v2, v2, v3)
x6 : (v3, v3, v1)

x13 : (v1, v2, v1)
x14 : (v2, v3, v2)
x15 : (v3, v1, v3)

x22 : (v1, v3, v3)
x23 : (v2, v1, v1)
x24 : (v3, v2, v2)

x7 : (v1, v1, v3)
x8 : (v2, v2, v1)
x9 : (v3, v3, v2)

x16 : (v1, v2, v2)
x17 : (v2, v3, v3)
x18 : (v3, v1, v1)

x25 : (v1, v3, v1)
x26 : (v2, v1, v2)
x27 : (v3, v2, v3)

Table 1. List of vertices for K3
3 .

3.2. The list is an ordering of V (Kt

n
)

Our goal now is to show that this definition of x1, x2, . . . , xnt is an ordering of
the vertices of Kt

n by proving xi 6= xj for all i 6= j. Notice that each matrix

in the definition inherits some structure from A(1): a
(k)
i,j = σ

(

a
(k)
i−1,j

)

for all

i ∈ {2, 3, . . . , n}, j ∈ {1, 2, . . . , t}, k ∈ {1, 2, . . . , nt−1}. We conclude A(k) has
no duplicate rows for all k ∈ {1, 2, . . . , nt−1}. The last observation, along with
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our earlier one that all of the matrices A(1), A(2), . . . , A(nt−1) have the same first
column, allow us to reduce the problem. We only need to prove that no two

matrices in the set
{

A(1), A(2), . . . , A(nt−1)
}

have the same first row. So we form

a new matrix A from these first rows and prove that A’s rows are all distinct.

Let A = [ai,j ] be the nt−1 × t matrix defined by ai,j = a
(i)
1,j . Equivalently, let

p be the largest integer such that i ≡ 1 (mod np). Then

ai,j =











v1 if i = 1,

σ(ai−1,j) if j = t− p,

ai−1,j otherwise

defines A. We now make notes on the repetitive structure of A by partitioning
each column into uniform blocks.

Definition. A j-block is any one of the vectors







a1,j
...

ant−j ,j






,







ant−j+1,j
...

a2nt−j ,j






, . . . ,







a(nj−1−1)nt−j+1,j
...

ant−1,j






.

We will call







a(c−1)nt−j+1,j
...

acnt−j ,j






the cth j-block, and denote it β(c, j).

Note that, for each j ∈ {1, 2, . . . , t}, there are nj−1 j-blocks, each of dimen-
sion nt−j .

We will keep track of the rows associated to each j-block with the next
definition.

Definition. The scope of β(c, j) is the set of consecutive integers {(c− 1)nt−j +
1, (c− 1)nt−j + 2, . . . , cnt−j}. The scope of multiple j-blocks is the union of the
scopes of the individual j-blocks.

Proposition 4. Let j ∈ {1, 2, . . . , t}, and c ∈ {1, 2, . . . , nj−1}. The vector β(c, j)
has identical entries.

Proof. The j = t case is immediate since every block has only a single entry. Let
j ∈ {1, 2, . . . , t−1}, c ∈ {1, 2, . . . , nj−1}. Based on the definition of A, ai,j = ai−1,j

unless j = t−p where p is the largest integer such that i ≡ 1 (mod np). However,
i 6≡ 1 (mod nt−j) for all i ∈ {(c − 1)nt−j + 2, (c − 1)nt−j + 3, . . . , cnt−j}, and
therefore j 6= t− p. Hence a(c−1)nt−j+1,j = a(c−1)nt−j+2,j = · · · = acnt−j ,j .
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One conclusion to draw from this proposition (in light of the definition of A)
is that β(c, j) and β(c + 1, j) have two possible relationships: either β(c, j) =
β(c+ 1, j), or σ (β(c, j)) = β(c+ 1, j).

Proposition 5. Let j ∈ {1, 2, . . . , t}, and c ∈ {1, 2, . . . , nj−1 − 1}. Consecutive

j-blocks β(c, j) and β(c+ 1, j) are identical if and only if n divides c.

Proof. It follows from Proposition 4 that the blocks are identical if and only
if acnt−j ,j = acnt−j+1,j , or equivalently if j 6= t − p, where p is computed for
i = cnt−j + 1. Since cnt−j + 1 ≡ 1 (mod nt−j), p 6= t− j if and only if p > t− j,
which is equivalent to requiring that n divides c.

Now we examine how the structure of the different columns relate. It happens
that the scope of a (j − 1)-block is equal to the scope of n consecutive j-blocks.
This is immediate because of the size of the blocks. A (j − 1)-block has nt−j+1

entries, and j-blocks have nt−j entries. For every block in column j−1, there are
nt−j+1/nt−j = n blocks in column j. Precisely, the scope of β(c, j−1) is equal to
the scope of {β((c− 1)n+ 1, j), β((c− 1)n+ 2, j), . . . , β(cn, j)}. We show that
this is a collection of distinct j-blocks.

Proposition 6. Let j ∈ {2, 3, . . . , t}. Then β(x, j) 6= β(y, j) for all distinct

x, y ∈ {(c− 1)n+ 1, (c− 1)n+ 2, . . . , cn}.

Proof. Let x, y be distinct elements of {(c−1)n+1, (c−1)n+2, . . . , cn}. With-
out loss of generality, say y = x + ∆. Since n does not divide any element
of {(c − 1)n + 1, (c − 1)n + 2, . . . , cn − 1}, it follows from Proposition 5 that
β(cn, j) = σ (β(cn− 1, j)) = σ2 (β(cn− 2, j)) = · · · = σn−1 (β((c− 1)n+ 1, j)).
In particular, β(y, j) = β(x+∆, j) = σ∆ (β(x, j)). Therefore β(x, j) 6= β(y, j).

Lemma 7. The matrix A has no identical rows.

Proof. We begin by proving the following claim using an induction argument.

Claim. If two rows share their first k entries, then they both belong to the scope

of the same k-block.

Proof. The k = 1 case is trivial as there is exactly one 1-block. Suppose the
claim is true for k, and let the xth and yth rows share their first k + 1 entries.
Then they must share their first k entries, so by assumption rows x and y belong
to the scope of a single k-block. By Proposition 6, this scope is equal to that of
a collection of n distinct (k + 1)-blocks, and since rows x and y also share the
(k+1)st entry, they can only be in the scope of one of those (k+1)-blocks. This
proves the claim. �

Now, if the xth and yth rows in A share all t of their entries, then the preceding
claim asserts that they belong to the scope of the same t-block. A t-block consists
of nt−t = 1 entry, so x = y, and the lemma is established.
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With this, the objective of this section has been achieved.

Theorem 8. Let n ∈ Z, n ≥ 3, and t ∈ {1, 2, . . . , n}. As defined in (5), x1, x2,
. . . , xnt is an ordering of the vertices of Kt

n.

3.3. Proof of Theorem 1

We now prove that the ordering defined in the previous section induces a consec-
utive radio labeling. Let x1, x2, . . . , xnt be the ordering of V (Kt

n) from Theorem
8, and define f : V (Kt

n) → Z+ by f(xi) = i for all i ∈ {1, 2, . . . , nt}. We will
prove that f satisfies the radio condition by showing

(6) π(xi, xi+∆) ≤ ∆− 1

for all ∆ ∈ {1, 2, . . . , nt−1}, i ∈ {1, 2, . . . , nt−∆} (Proposition 3). By Theorem 8,
π(xi, xi+∆) ≤ t−1; it remains to show (6) for ∆ ∈ {1, 2, . . . , t−1}. We will do this
in three cases, and we will again utilize the matrix A(k), defined in Section 3.1.

Let xi be a row in A(k), and let ∆ ≤ t− 1. Since ∆ < n, the row associated
with xi+∆ must lie in either A(k) or A(k+1).

Case 1. xi+∆ in A(k). Suppose xi+∆ is also a row in A(k). Because a
(k)
i,j =

σ
(

a
(k)
i−1,j

)

, π(xi, xi+∆) = 0 ≤ ∆− 1.

Case 2. xi+∆ in A(k+1), ∆ 6= 1. Suppose xi+∆ is a row in A(k+1), and let
∆ > 1. Recall that the matrices A(k) and A(k+1) are identical except for one co-
lumn which differs by an application of σ. This, along with the assumption that
∆ < n, implies π(xi, xi+∆) ≤ 1 ≤ ∆− 1.

Case 3. xi+∆ in A(k+1), ∆ = 1. Let xi+∆ be a row in A(k+1) and let

∆ = 1. That is, xi =
(

a
(k)
n,1, . . . , a

(k)
n,t

)

is the nth row of A(k), and xi+∆ =
(

a
(k+1)
1,1 , . . . , a

(k+1)
1,t

)

is the first row of A(k+1). Let j∗ = t−p where p is the largest

integer such that k + 1 ≡ 1 (mod np). Then, by definition of A(k+1),

xi+∆ =
(

a
(k)
1,1, . . . , a

(k)
1,j∗−1, σ

(

a
(k)
1,j∗

)

, a
(k)
1,j∗+1, . . . , a

(k)
1,t

)

.

The vertex xi is also easily expressed in terms of the first row of A(k):

xi =
(

σn−1
(

a
(k)
1,1

)

, . . . , σn−1
(

a
(k)
1,j∗

)

, . . . , σn−1
(

a
(k)
1,t

))

.

Given that σ is an n-cycle with n ≥ 3, it is apparent π(xi, xi+∆) = 0 ≤ ∆ − 1.
This proves Theorem 1.
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4. Other Hamming Graphs

The complete graphsKn immediately show that there are graphs of any order that
have consecutive radio labelings. This section gives a partial answer to a question
that logically follows that observation: Are there nontrivial radio graceful graphs
of arbitrary order?

Theorem 9. Let the Hamming graph H = Kn1
�Kn2

� · · ·�Kns have the prop-

erty that n1, n2, . . . , ns are relatively prime. Then H is radio graceful.

Proof. For each i ∈ {1, 2, . . . , s}, let V (Kni
) = {vi1, v

i
2, . . . , v

i
ni
}. Then, to

simplify notation, we refer to an arbitrary vertex of H, (v1a1 , v
2
a2
, . . . , vsas), by

the s-tuple (a1, a2, . . . , as), an element of {1, 2, . . . , n1} × {1, 2, . . . , n2} × · · · ×
{1, 2, . . . , ns}.

Let N = n1n2 · · ·ns. For k ∈ {1, 2, . . . , N}, define

xk =
(

k (mod n1), k (mod n2), . . . , k (mod ns)
)

.

We show that x1, x2, . . . , xN is an ordering of the vertices of H by proving xj 6= xk
whenever j 6= k.

Suppose xj = xj+∆ for some ∆ ∈ {0, 1, . . . , N − 1}, j ∈ {1, 2, . . . , N − ∆}.
Then

(

j (mod n1), j (mod n2), . . . , j (mod ns)
)

=
(

j +∆ (mod n1), j +∆ (mod n2), . . . , j +∆ (mod ns)
)

.

Since n1, n2, . . . , ns are relatively prime, N divides ∆ ∈ {0, 1, . . . , N − 1}. There-
fore, ∆ = 0 and xj = xj+∆. This shows that x1, x2, . . . , xN is an ordering of
V (H).

Let f : V (H) → Z+ be defined by f(xk) = k. We show f is a radio labeling
of H by using Proposition 3. That is, by proving that

(7) π(xk, xk+∆) ≤ ∆− 1

for all ∆ ∈ {1, 2, . . . , N − 1}, k ∈ {1, 2, . . . , N − ∆}. Since xk 6= xk+∆ when
∆ 6= 0, (7) is satisfied for ∆ ≥ s.

Let ∆ ∈ {1, 2, . . . , s− 1}. From the definition of π(xk, xk+∆), it follows that
the set I of all values of i such that k ≡ k +∆ (mod ni) has order π(xk, xk+∆).
Then ni divides ∆ for all i ∈ I. As ∆ can have at most ∆− 1 prime divisors, we
have π(xk, xk+∆) ≤ ∆− 1, and f gives a consecutive radio labeling of H.

Corollary 10. If n ∈ Z+ has at least s distinct prime divisors, then there is a

radio graceful graph with n vertices and diameter s.
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Proof. If n has s = 1 distinct prime divisors, then Kn is a graph with n vertices
and diameter s that has a consecutive radio labeling. Consider s > 1, and let n
have a prime factorization of

n = pα1

1 pα2

2 · · · pαt
t

where t ≥ s. Set ni = pαi

i for i ∈ {1, 2, . . . , s − 1}, and let ns = pαs
s p

αs+1

s+1 · · · pαt
t .

By Theorem 9, H = Kn1
�Kn2

� · · ·�Kns is a radio graceful graph of order n
and diameter s.

5. Gt Is Not Radio Graceful for Some t

In light of Section 3, it is natural to wonder if Kt
n might have a consecutive radio

labeling for all t ∈ Z+. Theorem 11 gives the negative answer not only for Kn

but for any graph.

Theorem 11. Given a graph G, there is an integer s such that Gt does not have

a consecutive radio labeling for any t ≥ s. In particular, if G has n vertices,

s = 1 +
n−1
∑

k=diam(G)

(n− k)

⌊

k

diam(G)

⌋

is such a value.

Proof. Let V (G) = {v1, v2, . . . , vn}. Let s = 1 +
∑n−1

k=diam(G)(n − k)
⌊

k
diam(G)

⌋

,
and let t ∈ Z, t ≥ s. In search of contradiction, suppose x1, x2, . . . , xnt is an
ordering of the vertices such that f : V (Gt) → Z+ defined by f(xi) = i is a radio
labeling.

Our reasoning will go as follows. We consider the first n + 1 vertices in the
ordering, x1, x2, . . . , xn+1. Assuming the known bounds for π(xi, xj), we count
the maximum possible occurrences of any of these vertices agreeing in some coor-
dinate. We show that this number is less than the number of coordinates t, which
means that there must be at least one coordinate for which none of the vertices
x1, x2, . . . , xn+1 agree. Since these vertices have only n choices for entries, this is
not possible, and we will have our desired contradiction.

From the definition, π(xi, xj) ≤ t − 1, and by Proposition 2, π(xi, xj) ≤
|i−j|−1
diam(G) . Define

Π(xi, xj) = min

{

t− 1,

⌊

|i− j| − 1

diam(G)

⌋}

.

The maximum number of coordinates that xi can have in common with any prior
vertex is

∑i−1
j=1Π(xi, xj). Then the total number of coordinates in which any of
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the first n+ 1 vertices in the ordering can agree is

n
∑

j=1

Π(xn+1, xj) +
n−1
∑

j=1

Π(xn, xj) + · · ·+
1

∑

j=1

Π(x2, xj) =
n+1
∑

i=2

i−1
∑

j=1

Π(xi, xj).

We can obtain with some computation that

n+1
∑

i=2

i−1
∑

j=1

Π(xi, xj) ≤

n+1
∑

i=2

i−1
∑

j=1

⌊

|i− j| − 1

diam(G)

⌋

=

1
∑

j=1

⌊

|2− j| − 1

diam(G)

⌋

+

n+1
∑

i=3

i−1
∑

j=1

⌊

|i− j| − 1

diam(G)

⌋

=

2
∑

j=1

⌊

|3− j| − 1

diam(G)

⌋

+

3
∑

j=1

⌊

|4− j| − 1

diam(G)

⌋

+ · · ·+

n
∑

j=1

⌊

|n+ 1− j| − 1

diam(G)

⌋

=

2
∑

j=1

⌊

2− j

diam(G)

⌋

+

3
∑

j=1

⌊

3− j

diam(G)

⌋

+ · · ·+

n
∑

j=1

⌊

n− j

diam(G)

⌋

=

1
∑

k=1

⌊

k

diam(G)

⌋

+

2
∑

k=1

⌊

k

diam(G)

⌋

+ · · ·+

n−1
∑

k=1

⌊

k

diam(G)

⌋

= (n− 1)

⌊

1

diam(G)

⌋

+ (n− 2)

⌊

2

diam(G)

⌋

+ · · ·+

⌊

n− 1

diam(G)

⌋

=

n−1
∑

k=1

(n− k)

⌊

k

diam(G)

⌋

=

n−1
∑

k=diam(G)

(n− k)

⌊

k

diam(G)

⌋

= s− 1 < t.

Since t is larger than the number of coordinates with this property, there is
at least one coordinate in which none of the vertices x1, x2, . . . , xn+1 agree. This
is impossible to accomplish, however, as we have only n possible entries for each
coordinate: v1, v2, . . . , vn. Consequently, there is no ordering of the nt vertices of
Gt that induces a consecutive radio labeling.

Corollary 12. Kt
n does not have a consecutive labeling for any t ≥ 1 + n(n2−1)

6 .

Remark 13. The tth Cartesian power of Kn is an object that has surfaced re-
peatedly throughout the course of this work. Together, Theorem 1 and Corollary
12 give us a lot of information about Kt

n. If 1 ≤ t ≤ n, then Kt
n is radio graceful,

while if t ≥ 1 + n(n2−1)
6 then Kt

n is not. In the future, it would be great to be
able to say, for any n and t, whether Kt

n is radio graceful.
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