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Abstract

A path π = (v1, v2, . . . , vk+1) in a graph G = (V,E) is a downhill path if
for every i, 1 ≤ i ≤ k, deg(vi) ≥ deg(vi+1), where deg(vi) denotes the degree
of vertex vi ∈ V. The downhill domination number equals the minimum
cardinality of a set S ⊆ V having the property that every vertex v ∈ V lies on
a downhill path originating from some vertex in S. We investigate downhill
domination numbers of graphs and give upper bounds. In particular, we
show that the downhill domination number of a graph is at most half its
order, and that the downhill domination number of a tree is at most one
third its order. We characterize the graphs obtaining each of these bounds.
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1. Introduction

In a graph G = (V,E), the degree of a vertex is given by deg(v) = |{u : uv ∈ E}|.
A graph G is r-regular if deg(v) = r for every vertex v ∈ V . A path of length

k in G is a sequence of distinct vertices v1, v2, . . . , vk+1, such that for every i,
1 ≤ i ≤ k, vivi+1 ∈ E. Path parameters with degree constraints were defined
in [1]. In particular, a path v1, v2, . . . , vk+1 is a downhill path if for every i,
1 ≤ i ≤ k, deg(vi) ≥ deg(vi+1). For j ≥ i, we say that vj is on a downhill path

from vi, or just that vj is downhill from vi.

If a vertex v is on a downhill path from a vertex u, then we say that u
downhill dominates v, or that v is downhill dominated by u. As introduced in [1],
a downhill dominating set, abbreviated DDS, is a set S ⊆ V having the property
that every vertex v ∈ V lies on a downhill path originating from some vertex
in S. In other words, the vertices of S downhill dominate the vertices of V \ S.
The downhill domination number γdn(G) equals the minimum cardinality of a
DDS of G. A DDS having minimum cardinality is called a γdn-set of G. For
example, a connected, r-regular graph G has γdn(G) = 1 since every vertex is
downhill from every other vertex in G. Note that a DDS of a graph G does not
necessarily dominate G in the standard sense of domination, and a dominating
set of a graph G is not necessarily a DDS of G. In fact, the domination number
γ(G) and the downhill domination number γdn(G) are incomparable in general.
For instance, let G be the complete bipartite graph K⌊n

2
⌋,⌈n

2
⌉ for n ≥ 6. If n is

even, then γ(G) = 2 > 1 = γdn(G). On the other hand, for odd n, γ(G) = 2 <
⌊

n
2

⌋

= γdn(G). For more details on domination, see [3].

As an application of downhill dominating sets, we propose a graph model
where a vertex has more “power” than those vertices of lesser degree, and a vertex
can dominate vertices along a path from it as long as it does not encounter a more
“powerful” vertex. Thus, if each vertex represents a military site, for example,
a minimum downhill dominating set could represent the minimum number of
military bases powerful enough to protect all the sites. It was noted in [1] that
although the definition of a downhill path is given in terms of the degrees of the
vertices on the path, a similar definition can be given in terms of any function
that assigns weights to the vertices of a graph, as is done in surveying when
assigning elevations to the points of a topographic map, or in thermal imaging,
in which the values assigned to the points in an image are a measure of their heat
content.
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In [1], we also explored relationships between γdn(G) and other invariants. We
obtained an upper bound on γdn(G) in terms of the vertex independence number
β0(G) by showing that any minimal DDS is an independent set. Moreover, it
was shown in [1] that for any pair of positive integers, a and b, where a ≤ b,
there exists a graph G having γdn(G) = a and β0(G) = b. Also, we determined
a Vizing-like result for the downhill domination number of a Cartesian product
G�H, that is, we showed that γdn(G�H) = γdn(G)γdn(H).

A well-known result of Ore [5] gives that for any graph G without isolated
vertices, γ(G) ≤

⌊

n
2

⌋

. Although γ(G) and γdn(G) are incomparable, in this paper
we show that the same upper bound holds for the downhill domination number.
We begin with terminology and preliminary results in Section 2 that will be used
in the subsequent sections. In Section 3, we prove an upper bound on the downhill
domination number of graphs and characterize the extremal graphs. In Section 4,
we improve the bound for trees, define a family T of trees attaining the bound,
and characterize the extremal trees. Specifically, we prove the following main
results.

Theorem 1. If G is a connected graph of order n ≥ 2, then γdn(G) ≤
⌊

n
2

⌋

, with

equality if and only if G is one of the complete graphs K2 or K3, or the complete

bipartite graph K⌊n/2⌋,⌈n/2⌉ of odd order.

Theorem 2. If T is a tree of order n ≥ 4, then γdn(T ) ≤
⌊

n−1

3

⌋

, with equality if

and only if T is the path of order 4 or T ∈ T .

2. Preliminary Results

For a graph G = (V,E), the open neighborhood of a vertex v ∈ V is the set
N(v) = {u |uv ∈ E} of vertices adjacent to v. The closed neighborhood of a
vertex v ∈ V is the set N [v] = N(v)∪{v}. The open neighborhood of a set S ⊆ V
of vertices is N(S) =

⋃

v∈S N(v), while the closed neighborhood of a set S is the
set N [S] =

⋃

v∈S N [v]. An S-external private neighbor of a vertex v ∈ S is a
vertex u ∈ V \ S which is adjacent to v but to no other vertex of S. The set of
all S-external private neighbors of v ∈ S is called the S-external private neighbor

set of v and is denoted by epn(v, S).
We will use of the following result from [1].

Lemma 3 [1]. Any minimal downhill dominating set of a graph G is an inde-

pendent set of G.

In the proofs of our main results, we also make use of degree relationships between
a vertex and its neighbors. Hedetniemi, Hedetniemi, Hedetniemi, and Lewis [4]
identified the seven possible degree relationships as follows.
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Definition 4. A vertex u ∈ V (G) in a graph G is called
very strong if deg(u) ≥ 2 and for every vertex v ∈ N(u), deg(u) > deg(v);
strong if deg(u) ≥ 2 and for every vertex v ∈ N(u), deg(u) ≥ deg(v), at least

one neighbor v ∈ N(u) has deg(u) > deg(v), and at least one neighbor w ∈ N(u)
has deg(u) = deg(w);

regular if deg(u) ≥ 0 and for every vertex v ∈ N(u), deg(u) = deg(v);
very typical if deg(u) ≥ 2, deg(u) 6= deg(v) for all v ∈ N(u), and at least one

neighbor v ∈ N(u) has deg(u) > deg(v) and at least one neighbor w ∈ N(u) has
deg(u) < deg(w);

typical if deg(u) ≥ 3 and there are three distinct vertices v, w, x ∈ N(u) such
that deg(v) < deg(u) = deg(x) < deg(w);

weak if deg(u) ≥ 2 and for every vertex v ∈ N(u), deg(u) ≤ deg(v), at least
one neighbor v ∈ N(u) has deg(u) < deg(v), and at least one neighbor w ∈ N(u)
has deg(u) = deg(w);

very weak if deg(u) ≥ 1 and for every vertex v ∈ N(u), deg(u) < deg(v).

For a graph G, let V S(G) be the set of very strong vertices in G, S(G) be the set
of strong vertices in G, and R(G) be the set of regular vertices of G. Our next
observations follow directly from the above definitions and the minimality of a
γdn-set.

Observation 5. If D is a γdn-set of a graph G, then D ⊆ R(G)∪S(G)∪V S(G).

Observation 6. If D is a γdn-set of a graph G, then V S(G) ⊆ D.

In order to prove our next result, we need another definition.

Definition 7. Let G be a graph. For a vertex v ∈ V (G), the regular path

neighborhood of v, denoted RPN(v), is the set all u ∈ V (G) such that there is a
v-u path Π = (v = x1, x2, . . . , xk = u) for which deg(xi) = deg(v) for 1 ≤ i ≤ k.

Lemma 8. Let G be a connected graph. There exists a γdn-set of G that contains

no regular vertices if and only if G is not regular.

Proof. If G has a γdn-set which contains no regular vertices, then G is not
regular.

Assume that G is not regular. Among all γdn-sets of G, select D to minimize
|D ∩ R(G)|, that is, D contains the minimum number of regular vertices. If
D ∩R(G) = ∅, then the result holds. Thus, assume that there is a regular vertex
v ∈ D. By Lemma 3, D is independent.

We first show that RPN(v) ⊆ R(G) ∪ S(G). Since v ∈ R(G), v has a
neighbor of the same degree. Hence, RPN(v)\{v} 6= ∅. Let u ∈ RPN(v).
Since deg(u) = deg(v), it follows from Definition 4 that u is either weak, typical,
regular, or strong. Thus assume that u is weak or typical. Then there exists a
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vertex y ∈ N(u) such that deg(y) > deg(u). Hence, y 6∈ RPN(v). Further since
deg(u) = deg(v) and there is a path between u and v consisting of vertices having
degree deg(v), it follows that v does not downhill dominate y. Hence, there is
some vertex w ∈ D\{v} such that y is downhill from w or y = w. But then w
downhill dominates v and all the vertices downhill dominated by v, and so D\{v}
is a DDS of G with cardinality less than γdn(G), a contradiction. Hence, we may
assume that every vertex in RPN(v) is regular or strong.

We note that if RPN(v) ⊆ R(G), then since G is connected, G must be reg-
ular, a contradiction. Therefore, there exists a strong vertex, say x, in RPN(v).
Further, from the definition of RPN(v), v is downhill from x, implying that every
vertex downhill from v is downhill from x. Hence, (D \ {v}) ∪ {x} is a γdn-set of
G having fewer regular vertices than D, contradicting our choice of D.

3. Proof of Theorem 1

We shall use the well-known theorem by Hall [2].

Hall’s Theorem. Let G be a bipartite graph with partite sets U and W . Then

U can be matched to a subset of W if and only if for all S ⊆ U , |N(S)| ≥ |S|.

In order to prove Theorem 1, we need to establish some properties of S(G) and
V S(G). We present these properties as separate results as they are interesting in
their own right.

Proposition 9. Let G be a connected graph of order n ≥ 3. If V S(G) 6= ∅, then
V S(G) can be matched to N(V S(G)).

Proof. Let G be a connected graph of order n ≥ 3 and V S(G) 6= ∅. Now
let Xe ⊆ E(G) be the set of edges having at least one endvertex in V S(G).
By Lemma 3 and Observation 6, V S(G) is an independent set. Thus, the
edge induced subgraph G[Xe] is a bipartite graph with partite sets V S(G) and
N(V S(G)). We wish to show that there exists a matching from V S(G) to
N(V S(G)) in the edge induced subgraph G[Xe]. By Hall’s Theorem, it suffices
to show that for all X ⊆ V S(G), |N(X)| ≥ |X|.

To establish this, we proceed by induction on |X| for a subset X ⊆ V S(G).
Since X is an independent set and G has no isolated vertices, every vertex in
X has a neighbor in N(V S(G)). Hence, the result holds for |X| = 1. For
|X| = 2, suppose to the contrary that |N(X)| < |X|. Again since G has no
isolated vertices, we have that |N(X)| ≥ 1, so |N(X)| = 1. But then the two
vertices of X each have degree one, while their common neighbor in N(X) has
degree at least two, contradicting that the vertices of X are very strong. Thus,
|N(X)| ≥ |X| = 2, and so the result holds for 1 ≤ |X| ≤ 2.
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Assume that |N(X)| ≥ |X| holds for any X ⊆ V S(G) such that |X| ≤ k for some
k ≥ 2. Let |X| = k + 1, and suppose to the contrary that |N(X)| < |X|. Let
X ′ = X\{v} for some v ∈ X. Since X ′ ⊆ V S(G) and |X ′| = k, by our inductive
hypothesis, |N(X ′)| ≥ |X ′|. Thus, we obtain the following relations

|N(X ′)| ≥ |X ′|(1)

|N(X)| < |X|(2)

|X| = |X ′|+ 1.(3)

From (2) and (3), we have that |N(X)| ≤ |X|−1 = |X ′|. Thus, by (1), |N(X)| ≤
|X ′| ≤ |N(X ′)|. Since N(X ′) ⊆ N(X), we have |N(X)| ≥ |N(X ′)|. Thus,
|N(X)| = |N(X ′)|, implying that |N(X ′)| = |X ′|. Moreover, by our inductive
hypothesis, |N(X ′′)| ≥ |X ′′| for all X ′′ ⊆ X ′. Thus, by Hall’s Theorem, there
is a matching in G[Xe] between the vertices of X ′ and the vertices of N(X ′).
Label the vertices of X ′ = {x1, x2, . . . , xk} and N(X ′) = {y1, y2, . . . , yk} such
that M = {xiyi | 1 ≤ i ≤ k, xi ∈ X ′ and yi ∈ N(X ′)} is a perfect matching.

Now there are exactly
∑k

i=1
degG(xi) edges incident to vertices in X ′ and

vertices in N(X ′), implying that
∑k

i=1
degG(yi) ≥

∑k
i=1

degG(xi). But since xi ∈

V S(G), deg(yi) < deg(xi) for all 1 ≤ i ≤ k, and so
∑k

i=1
deg(yi) <

∑k
i=1

deg(xi),
a contradiction.

Thus, we conclude that |N(X)| ≥ |X| for every set X ⊆ V S(G) such that
|X| = k + 1. By the Principle of Mathematical Induction, |N(X)| ≥ |X| where
|X| ≥ 1. Therefore, by Hall’s Theorem, the set V S(G) can be matched to
N(V S(G)) in the subgraph G[Xe], and so V S(G) can be matched to N(V S(G))
in G.

Proposition 10. Let G be a connected graph of order n ≥ 3. If V S(G) 6= ∅,
then |V S(G)| < |N(V S(G))|.

Proof. Let G be a connected graph of order n ≥ 3 and X = V S(G) 6= ∅. By
Proposition 9, X can be matched to the set N(X). Thus, |X| ≤ |N(X)|. Sup-
pose that |X| = |N(X)| = k and that X = {x1, x2, . . . , xk} and N(V S(G)) =
{y1, y2, . . . , yk}, where xi is matched to yi for 1 ≤ i ≤ k. Since X is an in-
dependent set,

∑k
i=1

deg(xi) ≤
∑

i=1
deg(yi). However, since xi is very strong,

deg(xi) > deg(yi) for 1 ≤ i ≤ k. Thus,
∑k

i=1
deg(xi) >

∑

i=1
deg(yi), a contra-

diction. Hence, |X| < |N(X)|.

Proposition 11. Let G be a connected graph of order n ≥ 2. If v ∈ D ∩ S(G),
then there exists a vertex x ∈ epn(v,D) such that deg(x) = deg(v).

Proof. Let G be a connected graph of order n ≥ 2 and v ∈ D∩S(G). Since v is a
strong vertex, there exists x ∈ N(v) such that deg(x) = deg(v). By Lemma 3, D
is an independent set, so x ∈ V \D. Suppose to the contrary that x /∈ epn(v,D),
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that is, x has another neighbor, say y, in D. If deg(y) ≥ deg(x), then x, v and the
vertices downhill from v are downhill from y. Thus, D \ {v} is a DDS of G with
cardinality less than γdn(G), a contradiction. Assume then that deg(y) < deg(x).
But then y is downhill from v, and so D \{y} is a DDS with cardinality less than
γdn(G). Hence, we conclude that x ∈ epn(v,D), and every strong vertex in D
has at least one neighbor of the same degree in its private neighborhood.

We are now ready to prove Theorem 1.

Theorem 1. If G is a connected graph of order n ≥ 2, then γdn(G) ≤
⌊

n
2

⌋

, with

equality if and only if G is one of the complete graphs K2 or K3, or the complete

bipartite graph K⌊n/2⌋,⌈n/2⌉ of odd order.

Proof. We first prove the upper bound. Let G be a connected graph of order
n ≥ 2. As noted in the introduction, if G is a regular graph, then γdn(G) = 1, and
the result holds. Suppose now that G is not a regular graph. By Observation 5
and Lemma 8, we may choose a γdn-set D of G such that D ⊆ S(G) ∪ V S(G).
By Observation 6, V S(G) ⊆ D. To prove the upper bound, it suffices to show
that each vertex in D can be uniquely paired with a vertex in V (G) \ D. By
Proposition 11, each vertex of D ∩ S(G) has a private neighbor that is of the
same degree. Let S′ be the set of these private neighbors. Thus, S(G) can
be matched to S′. By Proposition 9, there exists a matching from V S(G) to
N(V S(G)). Further, S′∩N(V S(G)) = ∅ and S′∪N(V S(G)) ⊆ V \D. It follows
that γdn(G) ≤ |D| = |D∩S(G)|+ |D∩V S(G)| ≤ |S′|+ |N(V S(G))| ≤ |V \D| =
n− γdn(G). Hence, γdn(G) ≤

⌊

n
2

⌋

.

Next we prove the characterization. Clearly, if G ∈ {K2,K3}, then γdn(G) =
1 =

⌊

n
2

⌋

, and if G = K⌊n/2⌋,⌈n/2⌉ with odd order n, then γdn(G) =
⌊

n
2

⌋

.

Now suppose that G is a connected graph of order n ≥ 2 with γdn(G) =
⌊

n
2

⌋

.
Since for any r-regular graph, γdn(G) = 1, if G is regular, then n = {2, 3},
implying that G ∈ {K2,K3}. Note also that γdn(P3) = 1 and P3 = K1,2.

Henceforth, we may assume that G is not a regular graph and that n ≥ 4.
Again, we may assume that G has a γdn-set D, such that D ⊆ S(G)∪ V S(G), D
is an independent set, and V S(G) ⊆ D.

Let X = V S(G) = {x1, x2, . . . , xj} and Y = D ∩ S(G) = {y1, y2, . . . , yk} for
some integers j and k. Then |D| = |X|+ |Y | = j + k.

If k ≥ 1, then by Proposition 11, every vertex yi ∈ Y has a private neighbor
y′i ∈ V \D such that deg(yi) = deg(y′i). Let Y

′ = {y′i | 1 ≤ i ≤ k}. Then |Y ′| = |Y |
and Y ′ ∩N(X) = ∅.

If X = ∅, then D = Y , and |V \ D| ≤ |D| + 1 = |Y | + 1 = |Y ′| + 1. Since
each yi ∈ Y is a strong vertex, deg(yi) ≥ 2. Moreover, since each yi has exactly
one external private neighbor in Y ′ and D is an independent set, it follows that
each yi has at least one neighbor in V \ (D ∪ Y ′), that is, V \ (D ∪ Y ′) 6= ∅.
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Hence, |V \ D| ≥ |Y ′| + 1 = |Y | + 1 = |D| + 1, and so, |V \ D| = |D| + 1.
Then V \ D = Y ′ ∪ {w} for some vertex w. Since yi is a strong vertex and
deg(yi) = deg(y′i) ≥ 2, we have N(yi) = {w, y′i} for 1 ≤ i ≤ k. But then
deg(w) ≥ |Y | = |D| =

⌊

n
2

⌋

≥ 2 ≥ deg(yi) = 2, implying that no neighbor of yi
has degree less than deg(yi), a contradiction since yi is a strong vertex. Hence,
we may assume that X 6= ∅, that is, j ≥ 1.

Thus, we have

|Y ′|+ |N(X)| ≤ |V \D| =
⌈n

2

⌉

|Y |+ |N(X)| ≤
⌈n

2

⌉

|Y |+ |N(X)| ≤ |D|+ 1 = |X|+ |Y |+ 1

|N(X)| ≤ |X|+ 1

(4)

Since X 6= ∅, by Proposition 10, we have |N(X)| > |X|, so |N(X)| = |X| + 1.
By Proposition 9, every vertex in X can be matched with a vertex in N(X).
Let X ′ = N(X) = {x′1, x

′
2, . . . , x

′
j} ∪ {x}, such that {xix

′
i | 1 ≤ i ≤ j} is a

matching from X to N(X). Since D is an independent set and each vertex in
Y ′ has exactly one neighbor in D, the number of edges incident to vertices of D
is m′ =

∑k
i=1

deg(yi) +
∑j

i=1
deg(xi) ≤ |Y ′| +

∑j
i=1

deg(x′i) + deg(x). However,

since xi is very strong, deg(xi) > deg(x′i) for 1 ≤ i ≤ j. Thus,
∑j

i=1
deg(xi) ≥

∑j
i=1

deg(x′i) + j. And since yi is strong, we have that deg(yi) ≥ 2 for 1 ≤

i ≤ k. Hence, 2k +
∑j

i=1
deg(x′i) + j ≤

∑k
i=1

deg(yi) +
∑j

i=1
deg(xi) ≤ |Y ′| +

∑j
i=1

deg(x′i)+deg(x) = k+
∑j

i=1
deg(x′i)+deg(x). Thus, deg(x) ≥ j+k = |X|+

|Y | = |D| =
⌊

n
2

⌋

. Since m′ counts only the edges incident to a vertex in D and to
a vertex in V \D, it follows that x is adjacent to every vertex in D. Since X 6= ∅
and every vertex xi ∈ X is very strong, it follows that deg(xi) > deg(x) =

⌊

n
2

⌋

for 1 ≤ i ≤ j. Since D is independent, we conclude that N(xi) = V \D for each
xi ∈ X. But V \D = Y ′ ∪N(X) and Y ′ ∩N(X) = ∅, implying that Y = ∅. It
follows that |D| = |X| = j and |V \D| = |N(X)| = |X| + 1 = j + 1. Moreover,
since deg(x′i) < deg(xi) for 1 ≤ i ≤ j, we have that deg(x′i) < |V \ D| = j + 1.
On the other hand, every vertex in D is adjacent to every vertex in X ′, and so
deg(x′i) ≥ |D| = j, implying that deg(x′i) = j and N(x′i) = D. Thus, V \D is an
independent set, and G is the complete bipartite graph Kj,j+1, as desired.

4. Proof of Theorem 2

As we have seen, ⌊n/2⌋ is a sharp upper bound on γdn(G) for connected graphs G.
Restricting our attention to trees, we can improve this bound. For the purpose
of characterizing the trees attaining this bound, we introduce a family T of trees
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Figure 1. The caterpillar with code (2,0,1,0,1,0,1,0,2).

T = Tk that can be obtained as follows. Let T1 be a claw K1,3. If k ≥ 2, then for
1 ≤ i ≤ k − 1, Ti+1 can be obtained recursively from Ti by attaching a path P3

with an edge from the center of the added P3 to a leaf in Ti. In other words, T is
a tree with a set S of vertices of degree 3, |S| = (n − 1)/3, S is an independent
set, V \ S is an independent set, and each vertex in V \ S has degree 1 or 2.

For example, we consider a family of caterpillars. A caterpillar is a tree for
which the removal of its leaves results in path, called its spine. The code of the
caterpillar having spine Pk = (v1, v2, . . . , vk) is the ordered k-tuple (l1, l2, . . . , lk),
where li is the number of leaves adjacent to vi. The set of caterpillars with code
(2, 0, 1, 0, 1, 0, . . . , 1, 0, 1, 0, 2) is a subset of T . See Figure 1 for a caterpillar in
this subfamily.

Theorem 2. If T is a tree of order n ≥ 4, then γdn(T ) ≤
⌊

n−1

3

⌋

, with equality if

and only if T is the path of order 4 or T ∈ T .

Proof. Let T be a tree of order n ≥ 4. We first prove the upper bound. Note that
if ∆(T ) = 2, then T is a path, and since n ≥ 4, we have that γdn(Pn) = 1 ≤

⌊

n−1

3

⌋

.
Hence, we may assume that ∆(T ) ≥ 3.

Assume, for the purpose of a contradiction, that γdn(T ) >
⌊

n−1

3

⌋

. By
Lemma 8, T has a γdn-set D such that D ⊆ S(T ) ∪ V S(T ). To reach a con-
tradiction, we show that T has size m > n − 1, that is, T has a cycle. Since
by Lemma 3, D is an independent set, every edge incident to a vertex in D is
incident to a vertex in V \D. Thus, it suffices to show that each vertex in D has
degree at least 3 because this implies that m ≥ 3(

⌊

n−1

3

⌋

+ 1) > n− 1.
Assume to the contrary that there exists a vertex u ∈ D with deg(u) ≤ 2.

Then u is either strong or very strong, so deg(u) = 2. Since T is connected and
n ≥ 4, it follows that u ∈ S(T ), and u is adjacent to a leaf and to a vertex,
say w, of degree two. If w is downhill from a vertex in D, then so is u and
its leaf neighbor, implying that D \ {u} is a DDS with cardinality less than
γdn(T ), a contradiction. Thus, w is not downhill from any vertex in D \ {u}.
Let v = w1, w2, . . . , wk = w be a v-w path for some v ∈ D \ {u}. Since the v-w
path is not a downhill path, there exists a wi such that deg(wi+1) > deg(wi).
Let i be the largest index such that deg(wi+1) > deg(wi) on the v-w path. Since
deg(w) = 2 < deg(wi+1), we have that w 6= wi+1 and w is downhill from wi+1.
Therefore, wi+1 6∈ D, and so wi+1 ∈ V \ D. Thus, there exists a downhill path
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from some vertex v′ ∈ D to wi+1. But then w is downhill from v′, a contradiction.
Hence, we may conclude that every vertex in D has degree at least 3, proving the
upper bound.

Clearly, the bound is sharp for the path P4 and the claw K1,3. Let T be a
tree in T with n ≥ 5 vertices. By the construction of T , the set of n−1

3
vertices

of degree 3 in T are very strong vertices of T . By Observation 6, we have that
every very strong vertex is in every γdn-set of T , so γdn(T ) ≥ n−1

3
. Hence,

γdn(T ) =
n−1

3
.

Next, let T be a tree with order n ≥ 4 and γdn(T ) = n−1

3
. Then n − 1 is

divisible by 3. If n = 4, then T ∈ {P4,K1,3}, the result holds. Thus, assume that
n ≥ 7. We show that T = Tk ∈ T .

Let D be a γdn-set of T . By our previous argument, every vertex in D has
degree at least three. Since |D| = n−1

3
and D is independent, 3(n−1

3
) ≤ m = n−1.

It follows every vertex of D has degree 3, and the edges of T are precisely the
edges incident to a vertex of D and a vertex of V \D. In other words, both D
and V \D are independent sets. Note that a pair of vertices in D have at most
one common neighbor in V \D, else a cycle is formed. To show that T ∈ T , it
suffices to show that every vertex of V \D has degree 1 or 2.

Assume to the contrary, that u ∈ V \ D and deg(u) ≥ 3. Without loss of
generality, let v1, v2, and v3 be neighbors of u. Necessarily, vi ∈ D, for 1 ≤ i ≤ 3.
But then (D\{v1, v2, v3})∪{u} is a DDS of T having cardinality less than γdn(T ),
a contradiction. Hence, T ∈ T .

It should be noted that a graph G having a downhill domination number less
than

⌊

n−1

3

⌋

does not imply that G is acyclic. Consider the complete graph Kn,
for example.
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