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Abstract

The basis number of a graph G is defined to be the least integer d
such that there is a basis B of the cycle space of G such that each edge
of G is contained in at most d members of B. In this paper we give
an upper bound of the basis number of the strong product of a graph
with a bipartite graph and we show that this upper bound is the best
possible.
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1. Introduction

The graphs considered in this paper are finite, undirected, simple and con-
nected. Most of the notations that follow can be found in [5].

The cycle space, C(G), of a graph G is the vector space over the two
element field, Z2, spanned by the cycles of G; the sum of two vectors is
obtained by taking the symmetric difference of the corresponding sets of
edges. It follows that the non-zero elements of C(G) are cycles and edge
disjoint union of cycles. It is known that

dim C(G) = |E(G)| − |V (G)|+ 1.

A basis of the cycle space of a graph G is called d-fold if each edge of G
occurs in at most d of the cycles in the basis. The basis number of G,
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b(G), is the smallest non-negative integer d such that C(G) has a d-fold
basis. Formally the basis number was introduced by Schmeichel [15], but it
already appeared in MacLane [13] who classified graphs into planar and non
planar with respect to their basis numbers. In fact, MacLane proved that a
graph G is planar if and only if b(G) ≤ 2. Schmeichel proved that there are
graphs with arbitrarily large basis numbers. And also, Schmeichel proved
that b(Kn) ≤ 3.

A required basis of C(G) is a basis that is b(G)-fold. Let G and H be
two graphs, ϕ : G −→ H be an isomorphism and B be a (required) basis of
C(G). Then {ϕ(c)|c ∈ B} is called the corresponding (required) basis of B
in H.

Our primary interest concerns studying the basis number of graph prod-
ucts. In particular, the strong product of graphs. Let G and H be two
graphs. The G-layer Gv is the graph with the vertex set V (Gv) = V (G)× v
and edge set E(Gv) = {(u1, v)(u2, v)|u1u2 ∈ E(G)}. Similarly, the H-
layer Hu is the graph with the vertex set V (Hu) = u × V (H) and edge
set E(Hu) = {(u, v1)(u, v2)|v1v2 ∈ E(H)}. The cartesian product G¤H is
the graph with the vertex set V (G¤H) = V (G) × V (H) and the edge set
E(G¤H) = (∪v∈HE(Gv)) ∪ (∪u∈GE(Hu)). The direct product G × H is
the graph with the vertex set V (G ×H) = V (G) × V (H) and the edge set
E(G × H) = {(u1, u2)(v1, v2)|u1v1 ∈ E(G) and u2v2 ∈ E(H)}. The semi-
strong product G •H is the graph with the vertex set V (G •H) = V (G)×
V (H) and the edge set E(G •H) = E(G×H) ∪ (∪u∈GE(Hu)). The strong
product G £ H is the graph with the vertex set V (G £ H) = V (G)× V (H)
and the edge set E(G£H) = {(u1, u2)(v1, v2)|u1v1 ∈ E(G) and u2v2 ∈ E(H)
or u1 = v1 and u2v2 ∈ E(H) or u2 = v2 and u1v1 ∈ E(G)}.

Finding an upper bound for the basis number of graph products has
been studied by many authors. Schmeichel [15] and Ali [1] gave an upper
bound for the semi-strong products of some special graphs. They proved
the following results:

Theorem 1.1 (Schmeichel). For each n ≥ 5, b(Kn • P2) ≤ 1 + b(Kn).

Theorem 1.2 (Ali). For each n,m ≥ 5, b(Km •Kn) ≤ 3 + b(Km) + b(Kn).

In fact, Schmeichel gave an upper bound for a more general case, when
he proved that b(Kn,m) ≤ 4. An upper bound of the basis number of the
cartesian product was obtained by Ali and Marougi [3] who proved the
following:
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Theorem 1.3 (Ali and Marougi). For any two graphs G and H, we have
b(G¤H) ≤ max{b(G) + ∆(TH), b(H) + ∆(TG)} where TH and TG will be
defined latter.

Recently, Alsardary [4] gave the following result:

Theorem 1.4 (Alsardary). For every d ≥ 1 and n ≥ 2, we have b(Kd
n) ≤

2d + 1 where Kd
n is the d-fold cartesian product of Kn.

The direct product was studied by Jaradat [9], who gave the following upper
bounds of the direct product of some graphs. Moreover, Jaradat classified
trees with respect to the basis number of their direct product with paths of
order greater than or equal to 5.

Theorem 1.5 (Jaradat). For each bipartite graphs G and H, b(G ×H) ≤
5 + b(G) + b(H).

Theorem 1.6 (Jaradat). For each bipartite graph G and cycle C, b(G×C)
≤ 3 + b(G).

Ali and Marougi [2] investigated the basis number of the strong product of
two paths, two cycles, a star and a cycle, a path and a cycle.

The results cited above triggers off the following question: Is there an
upper bound of the basis number of the strong product of two graphs with
respect to the factors?

The paper is organized as follows: In Section 2, we introduce the concept
of degree vector set and we give an upper bound of the strong product of two
trees. In Section 3, we give an optimal upper bound of the strong product
of a graph with a bipartite graph.

After this manuscript was completed the author learned that some ideas
used in this paper are closely related to some of the ideas employed in [8].

In the rest of this work fB(e) stands for the number of cycles in B ⊆
C(G) containing e and E(B) = ∪b∈BE(b). BG stands for a required basis of
G. dxe stands for the least integer greater than or equal to x. bxc stands
for the greatest integer less than or equal to x.

2. Strong Product of Two Trees

In this section, we focus our attention on obtaining an upper bound of the
basis number of the strong product of two trees which is independent of
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their orders. We begin with a criteria for a strong product of two graphs
to be non-planar which is a direct consequence of MacLane’s theorem and
a characterization of planar strong product given in [12] (see also, [7]).

Lemma 2.1. Let G and H be two connected graphs such that one of them is
of order ≥ 3 and the other is of order ≥ 4. Then b(G £ H) ≥ 3. Moreover,
the same result holds if one of them contains a cycle and the other is of
order ≥ 2.

In order to achieve an optimal upper bound for the basis number of the
strong product of two graphs, we shall introduce the following concepts:
Let G be a graph and e1, e2, . . . , e|E(G)| be an ordering of the edge set of G.
For each ei assign 1 to one of its two vertices and 2 to the other. Let u be
a vertex which is incident with en1 , en2 , . . . , enr where n1 < n2 < . . . < nr

and r = dG(u). Then u corresponds to a (1, 2)-vector (ξ1, ξ2, . . . , ξr) where
ξi = 1 if 1 is assigned to u in eni and ξi = 2 if 2 is assigned to u in eni . We
call this vector a degree-vector of u and denote it by DVG(u). The set of all
degree-vectors of G will be denoted by DV S(G). Note that degree vector
set of a graph G is not unique because the values of the components in each
vector depend on the way we assign the 1’s and 2’s for the vertices of edges
of G and on the way we label the edges of G.

Proposition 2.1. For each tree T of order ≥ 2, there is a degree vector set
DV S(T ) such that for each vertex v ∈ T the number of coordinates of value
2 is less than or equal to ddT (v)

2 e and at least one of the end vertices has the
degree-vector (1).

Proof. Let e1, e2, . . . , e|E(T )| be a labeling of the edges of T in such away
that e|E(T )| = vv∗ where v∗ is an end vertex. We now proceed using math-
ematical induction on |V (T )|. If |V (T )| = 2, then T is a path of order
2, and so DV S(T ) = {(1), (2)}. Let T be a tree of order n + 1. Then
T
′

= T − v∗ is a tree of order n. Thus, by the inductive step there is
DV S(T

′
) which satisfies the conditions that is stated in the theorem. Let

DVT
′ (v) = (ξ1, ξ2, . . . , ξd

T
′ (v)) where ξi is 1 or 2. We now consider the

following cases:

Case 1. dT ′ (v) = 1 and ξ1 = 1. Then assign 2 to v and 1 to v∗

in e|E(T )| = vv∗. Take DVT (u) = DVT
′ (u) for each u ∈ V (T ) − {v, v∗},

DVT (v) = (1, 2) and DVT (v∗) = (1).
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Case 2. dT ′ (v) > 1; or dT ′ (v) = 1 and ξ1 = 2. Then assign 1 to
v and 2 to v∗ in e|E(T )| = vv∗. Take DVT (u) = DVT

′ (u) for each u ∈
V (T )−{v, v∗}, DVT (v) = (ξ1, ξ2, . . . , ξd

T
′ (v), 1) and DVT (v∗) = (2). To this

end, it is easy to see that DV S(T ) resulting from the above construction
satisfies the conditions which are required in the proposition.

The dimension of K4 is three and there are four possibilities for a basis
consisting of triangles. Because we will use those bases frequently in the
sequel in a specific manner we write them explicitly in the following lemma
in detail.

Lemma 2.2. Let P
(i)
2 = aibi, and Q

(j)
2 = ujvj be two edges of G and H,

respectively. Let

B(1)
ij = {(ai, uj)(bi, vj)(ai, vj)(ai, uj), (ai, uj)(bi, vj)(bi, uj)(ai, uj),

(ai, vj)(bi, uj)(bi, vj)(ai, vj)},

B(2)
ij = {(ai, uj)(bi, vj)(ai, vj)(ai, uj), (ai, uj)(bi, vj)(bi, uj)(ai, uj),

(ai, uj)(bi, uj)(ai, vj)(ai, uj)},

B(3)
ij = {(ai, uj)(bi, uj)(ai, vj)(ai, uj), (bi, uj)(bi, vj)(ai, vj)(bi, uj),

(ai, uj)(bi, uj)(bi, vj)(ai, uj)},

B(4)
ij = {(ai, uj)(bi, uj)(ai, vj)(ai, uj), (bi, uj)(bi, vj)(ai, vj)(bi, uj),

(ai, uj)(bi, vj)(ai, vj)(ai, uj)}.

Then B(k)
ij is a basis for C(P (i)

2 £ Q
(j)
2 ) for each k = 1, 2, 3, 4. Moreover,

(1) each edge of A1 = {(ai, uj)(bi, vj), (bi, uj)(bi, vj), (bi, vj)(ai, vj)} is
of 2-fold in B(1)

ij and each edge of E(B(1)
ij )−A1 is of 1-fold in B(1)

ij .
(2) Each edge of A2 = {(ai, uj)(bi, vj), (ai, uj)(ai, vj), (ai, uj)(bi, uj)} is

of 2-fold in B(2)
ij and each edge of E(B(2)

ij )−A2 is of 1-fold in B(2)
ij .

(3) Each edge of A3 = {(ai, vj)(bi, uj), (ai, uj)(bi, uj), (bi, uj)(bi, vj)} is
of 2-fold in B(3)

ij and each edge of E(B(3)
ij )−A3 is of 1-fold in B(3)

ij .
(4) Each edge of A4 = {(ai, vj)(bi, uj), (ai, vj)(bi, vj), (ai, uj)(ai, vj)} is

of 2-fold in B(4)
ij and each edge of E(B(4)

ij )−A4 is of 1-fold in B(4)
ij .
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Throughout the rest of this paper we consider

Bij =





B(1)
ij , if 1 is assigned to both of ai and uj ,

B(2)
ij , if 1 is assigned to both of bi and vj ,

B(3)
ij , if 1 is assigned to both of ai and vj ,

B(4)
ij , if 1 is assigned to both of bi and uj .

(1)

Lemma 2.3. Let P
(i)
2 = aibi and H be a graph such that E(H) = {u1v1,

u2v2, . . . , u|E(H)|v|E(H)|}. Let Bi = ∪|E(H)|
j=1 Bij. Then Bi is a linearly inde-

pendent set of C(P (i)
2 £ H).

Proof. We shall proceed by induction on |E(H)|. For |E(H)| = 1, the
result is satisfied using Lemma 2.2. Clearly, Bi = ∪|E(H)|−1

j=1 Bij ∪ Bi|E(H)|.

Moreover, E(∪|E(H)|−1
j=1 Bij) ∩ E(Bi|E(H)|) ⊆ {(ai, u|E(H)|)(bi, u|E(H)|),

(ai, v|E(H)|)(bi, v|E(H)|)}. Thus, any linear combination of cycles of Bi|E(H)|
must contain at least one edge of the form (ai, u|E(H)|)(ai, v|E(H)|),
(ai, v|E(H)|)(bi, u|E(H)|), (ai, u|E(H)|) (bi, v|E(H)|) and (bi, u|E(H)|) (bi, v|E(H)|)
which is not in any cycle of ∪|E(H)|−1

i=1 Bij . Hence, Bi is linearly independent.

Knowing whether the graph is connected or not is very important in finding
the dimension (a basis) of the cycle space of a graph, so we give the following
result which goes back to [14].

Lemma 2.4. Let G and H be two graphs. Then G £ H is connected.

Theorem 2.1. Let T1 and T2 be two trees. Then b(T1 £ T2) ≤
max{b3∆(T1)+1

2 c, b3∆(T2)+1
2 c}.

Proof. Let P
(1)
3 = a1b1, P

(2)
3 = a2b2, . . . , P

(|E(T1|)
3 = a|E(T1)|b|E(T1)| be a

labeling of the edges of T1 in such away that b|E(T1)| is an end vertex and
let u1v1, u2v2, . . . , u|E(T2)|v|E(T2)| be a labeling of the edge set of T2. Let
DV S(T1) and DV S(T2) be the degree vector sets as in Proposition 2.1.
Set Bi =

⋃|E(T2)|
j=1 Bij . We now show that B =

⋃|E(T1)|
i=1 Bi is linearly inde-

pendent. By Lemma 2.3, B1 is linearly independent. Since E(B|E(T1)|) ∩
E(

⋃|E(T )|−1
i=1 Bi) = E((T2)a|E(T1)|) which is a tree, as a result any linear com-

bination of cycles of B|E(T1)| contains either an edge of (T2)b|E(T1)| or at
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least one edge of the form (a|E(T1)|, uj)(b|E(T1)|, vj), (a|E(T1)|, vj) (b|E(T1)|, uj),
(a|E(T1)|, uj)(b|E(T1)|, uj) and (a|E(T1)|, vj)(b|E(T1)|, vj) which is not in any cy-

cle of
⋃|E(T1)|−1

i=1 Bi. Thus, by inductive step, B is linearly independent.
Counting the number of elements in the set B, we have

|B| =
|E(T1)|∑

i=1

|E(T2)|∑

j=1

|Bij | =
|E(T1)|∑

i=1

|E(T2)|∑

j=1

3

= 3|E(T1)||E(T2)| = dim C(T1 £ T2).

Therefore, B is a basis for C(T1 £T2). To complete the proof of the theorem,
we should show that B satisfies the fold which is stated in the theorem. Let
e ∈ E(T1 £ T2), we have the following cases of e to consider:

Case 1. e = (ai, uj)(ai, vj). Then

fB(e) =
|E(T1)|∑

j=1

fBj (e).

Let P
(i1)
2 , P

(i2)
2 , . . . , P

(idT1
(ai))

2 be the edges of E(T1) which incident with
ai. Then, by Lemma 2.2, e appears in one or two cycles of B(ik)j for each
k = 1, 2, . . . , dT1(ai), and so of Bik for each k = 1, 2, . . . , dT1(ai). Thus,

fB(e) =
dT1

(ai)∑

k=1

fBjk
(e)

≤
dT1

(ai)∑

k=1 and 2 is assigned to ai in P
(ik)
2

fBjk
(e)

+
dT1

(ai)∑

k=1 and 1 is assigned to ai in P
(ik)
2

fBjk
(e).

By Proposition 2.1 and equation (1), we have

fB(e) ≤ 2
⌈

dT1(ai)
2

⌉
+ dT1(ai)−

⌈
dT1(ai)

2

⌉

≤ 3dT1(ai) + 1
2

.
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Thus,

fB(e) ≤
⌊

3dT1(ai) + 1
2

⌋
.

Similarly, if e = (bi, uj)(bi, vj).

Case 2. e = (ai, uj)(bi, uj) or (ai, vj)(bi, vj). Because the strong product
is commutative, as in Case 1, we have that

fB(e) ≤
⌊

3dT2(ui) + 1
2

⌋
.

Case 3. e = (ai, uj)(bi, vj) or e = (bi, uj)(ai, vj). Then fBi(e) ≤ 2. Since
e /∈ E(Bi) ∩ E(Bk) whenever i 6= k, as a result fB(e) ≤ 2.

By the aid of Lemma 2.1 and specializing trees in Theorem 2.1 into paths,
we have the following result.

Corollary 2.1 (Ali). For any paths Pn of order n ≥ 3 and Pm of order
m ≥ 4, we have b(Pn £ Pm) = 3.

A tree T consisting of n equal order paths {P (1), P (2), . . . , P (n)} is called an
n-special star if there is a vertex, say v, such that v is an end vertex for each
path in {P (1), P (2), . . . , P (n)} and V (P (i)) ∩ V (P (j)) = {v} for each i 6= j
(see [9]).

Theorem 2.2. For any path Pr of order r ≥ 3 and any 3-special stars T
and T ∗, we have that b(Pr £ T ) = 3 and b(T £ T ∗) = 3.

Proof. Let V (T ) = {u1, u2, . . . , un1 , . . . , un2 , . . . , un}, V (T ∗) = {v1, v2, . . . ,
vm1 , . . . , vm2 , . . . , um} and Pr = w1w2 . . . wr where dT (u1) = 3, dT ∗(v1) = 3
and un1 , un2 , un, vm1 , vm2 and um are the end points of T and T ∗, re-
spectively. Now, we may label the edges of T , T ∗ and Pr in such a way
that we can choose DV S(T ) = {DVT (u1) = (1, 1, 1), DVT (u2) = (1, 2), . . . ,
DVT (un1−1) = (1, 2), DVT (un1) = (2), DVT (un1+1) = (1, 2) . . . , DVT (un2−1)
= (1, 2), DVT (un2) = (2), DVT (un2+1) = (1, 2), . . . , DVT (un) = (2)},
DV S(T ∗) = {DVT ∗(v1) = (1, 1, 1), DVT ∗(v2) = (1, 2), . . . , DVT ∗(vm1−1) =
(1, 2), DVT ∗(vm1) = (2), DVT ∗(vm1+1) = (1, 2) . . . , DVT ∗(vm2−1) = (1, 2),
DVT ∗(vm2) = (2), DVT ∗(vm2+1) = (1, 2), . . . , DVT ∗(vm) = (2)} and
DV S(Pr) = {DVPr(w1) = (2), DVPr(w2) = (1, 2), . . . , DVPr(wr1) = (1, 2),



An Upper Bound of the Basis Number of ... 399

DVPr(wr) = (1)}. By applying the same arguments as in the proof of
Theorem 2.1 on the above degree sequences, we have the result.

3. Strong Product of a Graph with a Bipartite
Graph

In this section we give an optimal upper bound of the basis number of the
strong product of a graph with a bipartite graph. In order to achieve our
goal we give the following proposition.

Proposition 3.1. For each graph G, there is a degree vector set DV S(G)
such that each degree-vector has at least one of its coordinates of value 1,
except possibly one of the end vertices, if any, it may have degree-vector (2).

Proof. Label the edges of G. Let T be a spanning tree of G. First, we
assign values to the vertices of every edge of T . Choose an end vertex of T ,
say w∗, and let w∗w be an edge of T . Assign the value 2 to w∗ and 1 to w
in w∗w. Let w∗w,w1w, w2w, . . . , wrw be the edges of T which are incident
with w. For each j = 1, 2, . . . , r assign to w the value 2 and to wj the
value 1 in the edge wjw. For each j = 1, 2, . . . , r, let wjw, wjwj1 , . . . , wjwjrj

be the edges of T which are incident with wj . For each j = 1, 2, . . . , r,
i = 1, 2, . . . , rj assign to wj the value 2 and to wji the value 1 in the edge
wjwji . By continuing this process, we have that every vertex in every edge
of T is assigned a value (1 or 2) such that every non-end vertex of T has at
least one of its values 1 and every end vertex of T has the value 1 except the
vertex w∗ which has value 2. Now, we assign values to the vertices of every
edge of E(G)− E(T ). Let e ∈ E(G)− E(T ). Then we consider two cases.

Case 1. w∗ is not a vertex of e (i.e., e 6= w∗u for every u ∈ V (G)), then
assign to one of the two end vertices of e the value 1 and to the other the
value 2.

Case 2. w∗ is a vertex of e (i.e., e = w∗u for some u ∈ V (G)), then
assign to w∗ the value 1 and to the other vertex of e the value 2.

It is easy to see that DV S(G) resulting from the above construction
satisfies our proposition.

Note that we can prove Proposition 2.1 by using the same arguments as in
the proof of Proposition 3.1.
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Lemma 3.1. For every tree T and graph G, b(T £ H) ≤ max{b(H) +
1, 2∆(H)− 1, b3∆(T )+1

2 c}.

Proof. Let a1b1, a2b2, . . . , a|E(T )|b|E(T )| be a labeling of the edge set of T in
such away that b|E(T )| is an end vertex and u1v1, u2v2, . . . , u(|E(H)|)v(|E(H)|)
be a labeling of the edge set of H. Let DV S(T ) and DV S(H) be the degree
vector sets as in Proposition 2.1 and Proposition 3.1, respectively. Set Bj =⋃|E(T )|

i=1 Bij and B∗ =
⋃|E(H)|

j=1 Bj . We use mathematical induction on |E(H)|
to prove that B∗ is linearly independent. The first step of the induction holds
by Lemma 2.2. Assume |E(H)| ≥ 2 and it is true for less than |E(H)|. Since
u(|E(H)|) and v(|E(H)|) are the end vertices of u(|E(H)|)v(|E(H)|),

E(B|E(H)|) ∩ E(∪|E(H)|−1
j=1 Bj)

⊆ {(ai, u|E(H)|)(bi, u|E(H)|), (ai, v|E(H)|)(bi, v|E(H)|)|i = 1, 2, . . . |E(T )|}
which forms an edge set of a forest. Thus, no linear combination of cycles
of B|E(H)| can be written as a linear combination of cycles of ∪|E(H)|−1

j=1 Bj .
Therefore, by the inductive step, B∗ is linearly independent. Let a∗ be
an end vertex of T such that a∗ has the degree-vector (1), let B∗∗ be the
corresponding required basis of BH in Ga∗ . We now prove that B∗ ∪ B∗∗ is
linearly independent. Let C be a linear combination of cycles of B∗∗ and
e ∈ E(C), say e = (a∗, uj)(a∗, vj). Then e belongs only to cycles of Bj .
Moreover, there are no two edges of C occurs in some cycles of one Bl for
some 1 ≤ l ≤ |E(G)|. Assume that C can be written as a linear combination
of cycles of B∗. Then

C = Dj +
δ∑

k=1

Dnk
(mod 2)

where Dnk
and Dj are linear combinations of Bnk

and Bj , respectively. Then

Dj = C +
δ∑

k=1

Dnk
(mod 2).

Hence,
E(Dj) = E(C ⊕Dn1 ⊕ · · · ⊕Dn δ

)

which is an edge set of a cycle or an edge set of an edge disjoint union of
cycles where ⊕ is the ring sum. On the other hand,
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E(Bj) ∩
(
E

(
∪|E(H)|

k=1 and k 6=jBk

)
∪ E(B∗∗) ∪ E(C)

)

is an edge set of a forest and

E(Dj) = E(C ⊕Dn1 ⊕ · · · ⊕Dn δ
)

⊆ E(Bj) ∩
(
E

(
∪|E(H)|

k=1 and k 6=jBk

)
∪ E(B∗∗) ∪ E(C)

)
.

This is a contradiction. Now,

|B| = |B∗|+ |B∗∗| =
|E(T )|∑

i=1

|E(H)|∑

j=1

|Bij |+ dim C(G)

= 2|E(T )||E(H)|+ |E(H)||V (T )|+ |E(T )||V (H)| − |V (H)||V (T )|+ 1

= dim C(T £ H).

To this end, we have shown that B is a basis for E(T £H). Thus, to complete
the proof of the theorem we show that B satisfies the fold which is stated in
the lemma. Let e ∈ E(T £ H).

(1) If e = (ai, uj)(ai, vj) or (bi, uj)(bi, vj) where neither ai = a∗ nor bi = a∗,
then fB(e) ≤ b3∆(T )+1

2 c.
(2) If e = (a∗, uj)(a∗, vj), then fB(e) ≤ b(H) + 1.
(3) If e = (ai, w

∗)(bi, w
∗), then fB(e) ≤ 2 where w∗ is the end vertex as in

Proposition 3.1.
(4) If e = (ai, uj)(bi, uj) or (ai, vj)(bi, vj) where neither uj nor vj is w∗,

then fB(e) ≤ 2∆(H)− 1 because every vertex of H has at least one of
its components of value 1 except possibly w∗.

In the rest of this paper TG denotes a spanning tree of G with maximal
degree as small as possible and ∆(TG) denotes the maximal degree of TG

(see Ali and Marougi [3]). The following proposition (see [16, 12, 9]) with
the aid of Lemma 3.1 will play a key role in proving the main result in this
section.

Proposition 3.2. Let G be a bipartite graph and P2 be a path of order 2.
Then G × P2 consists of two components G1 and G2 each of which is iso-
morphic to G.
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Theorem 3.1. If G is a bipartite graph and H is a graph, then

b(G£H) ≤ max
{

b(H) + 1, 2∆(H) + b(G)− 1,

⌊
3∆(TG) + 1

2

⌋
, b(G) + 2

}
.

Proof. Let {a1, a2, . . . , a|V (G)|} be the vertex set of H. Let DV S(TG) and
DV S(H) be the degree vector sets of TG and H as in Proposition 2.1 and
Proposition 3.1, respectively. Assume B∗ be the basis of C(TG £ H) as in
Lemma 3.1. Set B∗∗ =

⋃|V (H)|
i=1 Bai where Bai is the corresponding required

basis of BG in Gai . Clearly, for each i 6= k, E(Gai) ∩ E(Gak
) = φ, thus B∗∗

is linearly independent. Moreover, each cycle of Gai contains at least one
edge of E(Gai)−E((TG)ai) which is not in any cycle of B∗. Therefore, B∗∪
B∗∗ is a linearly independent set. To this end, by Proposition 3.2, for each
e ∈ E(H), G× e consists of two components, each of which is isomorphic to
G. Thus, we set B∗∗∗ =

⋃
e∈E(H) B(e) where B(e) = B(e)

1 ∪B(e)
2 , such that B(e)

1

and B(e)
2 are the corresponding required bases of BG in the two copies of G in

G×e. Note that, E(B(e)
1 )∩E(B(e)

2 ) = φ for each e and E(B(e
′
))∩E(B(e)) = φ

for each e
′ 6= e. Thus, B∗∗∗ is linearly independent. Since E(B∗∪ B∗∗) =

E(TG £ H) ∪ E(∪|V (H)|
i=1 Gak

) and (E(TG £ H) ∪ E(∪|V (H)|
i=1 Gak

)) ∩ E((G −
TG) ×H) = φ and since each linear combination of cycles of B∗∗∗ contains
at least one edge of E((G− TG)×H), we have that B = B∗∪ B∗∗ ∪ B∗∗∗ is
linearly independent. Since,

|B| = |B∗|+ |B∗∗|+ |B∗∗∗|
|B| = 2|E(TG)||E(H)|+ |E(H)||V (TG)|+ |E(TG)||V (H)| − |V (H)||V (TG)|

+1 + |V (H)|dim C(G) + 2|E(H)|dim C(G)

= 2|E(G)||E(H)|+ |E(G)||V (H)|+ |V (G)||E(H)| − |V (G)||V (H)|+ 1

= dim C(G £ H),

B is a basis for C(G£H) which can be seen easily that it satisfies the required
fold.

Theorem 3.2. If H and G are two bipartite graphs, then

b(G £ H)

≤ max
{

b(H) + b(G) + 2,

⌊
3∆(TG) + 1

2

⌋
+ b(H),

⌊
3∆(TH) + 1

2

⌋
+ b(G)

}
.
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Proof. Let V (G) = {a1, a2, . . . , a|V (G)|} and V (H) = {u1, u2, . . . , u|V (H)|}.
Let B∗ be the basis of TG £ TH as in Theorem 2.1. Set

B∗∗ =
|V (G)|⋃

i=1

Bai and B∗∗∗ =
|V (H)|⋃

j=1

Buj

where Bai and Buj are the corresponding required bases of BH and BG in
Hai and Guj , respectively. Also, set

B′ =
⋃

e∈E(TG)

(
B(e)

1 ∪ B(e)
2

)
and B′′ =

⋃

e′∈E(H)

(
B(e′)

1 ∪ B(e′)
2

)

where B(e)
1 and B(e)

2 are the corresponding required bases of BH in the two
copies of H in e × H, also B(e′)

1 and B(e′)
2 are the corresponding required

basis of BG in the two copies of G in G× e
′
. By using the same arguments

as in Theorem 3.1, we can prove that

B = B∗
⋃
B∗∗

⋃
B∗∗∗

⋃
B′

⋃
B′′

is linearly independent. Now,

|B| = |B∗|+ |B∗∗|+ |B∗∗∗|+ |B′ |+ |B′′ |
= 2|E(TG)||E(TH)|+ |E(TG)||E(TH)|+ |V (G)|dim C(H)

+|V (H)|dim C(G) + 2|E(H)|dim C(G) + 2|E(TG)|dim C(H).

But,

2|E(H)|dim C(G) = 2dim C(G)|E(TH)|+ 2dim C(H)dim C(H).

Also,

|E(TH)||E(TG)| = (|V (H)| − 1)|E(TG)|
= |V (H)||E(TG)|+ |V (G)||E(TH)| − |V (G)||V (H)|+ 1.

Thus,
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|B| = 2|E(TG)||E(TH)|+ |V (H)||E(TG)|+ |V (G)||E(TH)| − |V (G)||V (H)|

+1 + |V (G)|dim C(H) + |V (H)|dim C(G) + 2dim C(G)|E(TH)|

+2dim C(H)dim C(H) + 2|E(TG)|dim C(H)

= 2|E(H)||E(G)|+ |E(G)||V (H)|+ |E(H)||V (G)| − |V (G)||V (H)|+ 1

= dim C(G £ H).

We conclude that B is a basis for C(G £ H). It is an easy task to see that
B satisfies the required fold.

The following corollary is a straightforward consequence of Theorem 3.1 and
Theorem 3.2.

Corollary 3.1. For every two bipartite graphs G and H, we have:

b(G £ H) ≤

min
{

max
{⌊

3∆(TG) + 1
2

⌋
+ b(H),

⌊
3∆(TH) + 1

2

⌋
+ b(G), b(G) + b(H)+2

}
,

max
{⌊

3∆(TH) + 1
2

⌋
, 2∆(G)− 1 + b(H), b(G) + 1, b(H) + 2

}
,

max
{⌊

3∆(TG) + 1
2

⌋
, 2∆(H)− 1 + b(G), b(H) + 1, b(G) + 2

}}
.

The following corollary with the help of Lemma 2.1 shows that the upper
bound in Theorem 3.1 is the best possible.

Corollary 3.2 (Ali). For every path P of order ≥ 2 and cycle C, we have
b(P £ C) = 3.

We remark that by specializing the graph and the bipartite graph in Theo-
rem 3.1 into a cycle and an even cycle, respectively, and by the aid of Lemma
2.1 we have the following result.
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Corollary 3.3 (Ali). For any cycle C and any even order cycle C∗, 3 ≤
b(C £ C∗) ≤ 4.

The proof of the following result follows by taking DV S(T ) as in Theorem
2.2 and employing the same argument as in the proof of Lemma 3.1.

Corollary 3.4. For any cycle C and any 3-special star T , we have
b(C £ T ) = 3.

Acknowledgement

The author is grateful to Prof. C.Y. Chao and the referees for their valuable
suggestions and comments.

References

[1] A.A. Ali, The basis number of complete multipartite graphs, Ars Combin. 28
(1989) 41–49.

[2] A.A. Ali and G.T. Marougi, The basis number of the strong product of graphs,
Mu’tah Lil-Buhooth Wa Al-Dirasat 7 (1) (1992) 211–222.

[3] A.A. Ali and G.T. Marougi, The basis number of cartesian product of some
graphs, J. Indian Math. Soc. 58 (1992) 123–134.

[4] A.S. Alsardary, An upper bound on the basis number of the powers of the
complete graphs, Czechoslovak Math. J. 51 (126) (2001) 231–238.

[5] J.A. Bondy and U.S.R. Murty, Graph Theory with Applications (America
Elsevier Publishing Co. Inc., New York, 1976).

[6] R. Diestel, Graph Theory, Graduate Texts in Mathematics, 173 (Springer-
Verlag, New York, 1997).
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